We consider the anesthesiologist staff planning problem for operating services departments in large multi-specialty hospitals without limit on anesthesiologist supply, where the planner makes monthly and daily decisions to minimize total costs. Each month the staff planner decides the number of anesthesiologists on regular duty and an on-call consideration list for each day of the following month. In addition, each day, the staff planner decides how many on-call anesthesiologists to call for the following day. Total costs consist of explicit and implicit costs. Explicit costs include the costs of calling an anesthesiologist and overtime costs. These costs are specified by the organization. Implicit costs encompass costs of not calling an on-call anesthesiologist and under-utilizing an anesthesiologist, and these have to be deduced from past decisions. We model the staff planning problem as a two-stage integer stochastic dynamic program. We develop structural properties of this model and use them in a sample average approximation algorithm constructed to solve this problem. We also develop a procedure to estimate the implicit costs, which are included in this model. Using data from the operating services department at the UCLA Ronald Reagan Medical Center, our model shows the potential to reduce overall costs by 16%. We provide managerial insights related to the relative scale of these costs, hiring decisions by service, sensitivity to cost parameters, and improvements in the prediction of the booked time durations.
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The UCLA RRMC is a large multi-specialty hospital. We give details of these decisions. Anesthesiologist consists of two stages: monthly and daily decisions. The operating services department of the UCLA RRMC is responsible for staffing physician anesthesiologists to surgical services at the hospital. The focus of our work is the staff planning of physician anesthesiologists at this department of the UCLA Ronald Reagan Medical Center (RRMC).

1.1. Problem Description
The UCLA RRMC is a large multi-specialty hospital that consistently ranks among the best five hospitals in the United States (http://health.usnews.com/healthcare/best-hospitals/articles/best-hospitals-honor-roll-and-overview). The operating services department of the UCLA RRMC is responsible for staffing physician anesthesiologists to surgical services at the hospital. The operating service department manages the surgery suite at the UCLA RRMC. Surgeons across all services in this hospital perform around 27,000 surgeries annually across 2700 unique surgery types. The UCLA RRMC classifies the anesthesia required for surgeries into four services: Cardiothoracic, General, Neuro, and Pediatric. The staff planning for anesthesiologists consists of two stages: monthly and daily decisions. We give details of these decisions below.

- **Monthly decisions**: By the 20th of each month, depending on the teaching and vacation commitments of anesthesiologists, the staff planner knows the availability of anesthesiologists for each day of the upcoming month. Once anesthesiologists have provided their availability, they can be scheduled across all these days. Based on this availability and the historical data of surgical workload, the planner prepares the staffing plan for each service for each day of the following month. This plan consists of dividing the anesthesiologists available each day of the following month into two groups: those who would be available on regular duty and those on a reserve list, called the on-call consideration list. Anesthesiologists on the on-call consideration list are informed the day before the surgery if their services are required the next day. In this case, they are paid an additional $1000 for the entire day. However, if they are not needed, they are not paid this additional amount. Thus, being on the on-call consideration list and not being called is not desirable for the employees. The planner manages the number of employees on the on-call consideration list so that this does not occur frequently.

- **Daily decisions**: The day before the surgery, the planner schedules the total number of elective procedures to be performed the next day and finalizes the anesthesiologists’ booked hours. Based on this information, a certain number of anesthesiologists of each service from the on-call consideration list are informed that they would be working the next day. The number of anesthesiologists actually called and the number of anesthesiologists on regular duty determines the total available work hours. When the actual surgical hours are realized, the costs of overtime or idle time are realized.

The staff planner has to balance four costs when making the monthly and daily decisions involved in the staffing plan. These include:

1. The explicit cost of calling anesthesiologists from the on-call consideration list. This is the additional payment made to the anesthesiologists for coming on short notice. At the UCLA RRMC, this was $1000 per day.
2. The implicit cost of having anesthesiologists on the on-call consideration list but not calling them. This is the inconvenience cost of keeping an anesthesiologist on hold for a day and not compensating him or her. Anesthesiologists on the on-call consideration list have to alter their schedule outside work such that they have to stay within an acceptable distance from the hospital. Therefore, there is an inconvenience in being placed on the on-call list (Olmstead et al. 2014). At UCLA RRMC, the physicians are only compensated if they are called. Therefore, the inconvenience cost of being on the on-call list is implicit.

However, physicians expect that sometimes they might be placed on-call and not get called.
Therefore, we assume that being on-call but not getting called has a cost only after a threshold.

3. On the day of the surgery, each anesthesiologist on regular duty works an eight-hour shift. If a surgery in progress is incomplete at the end of the shift, there are no hand-offs, and the anesthesiologist continues to accrue overtime. At the UCLA RRMC, such overtime is compensated at $180 per hour.

4. If the total number of work hours of available anesthesiologists is greater than the total realized hours of surgery, there will be idle time. The operating services department seeks to keep idle time low, and thus, there is an implicit cost of idle time.

In Table 1, we present the summary statistics of the number of anesthesiologists on regular duty, those on the on-call consideration list, and those who actually get called. This table shows that, on average, 17.48 anesthesiologists work on regular duty; 6.89 are on the on-call list, out of which 2.77 are called. Furthermore, there is considerable variation in staffing levels across services. This is primarily because of the demand characteristics of the services. General anesthesia services require a greater proportion of on-call anesthesiologists than other services. This is because the coefficient of variation of daily demand for general anesthesiologists is larger than that of other services.

In 2014, the UCLA RRMC instituted an electronic health system (http://careconnect.uclahealth.org/about-careconnect). The management at the operating services department was keen on using the data from this system to develop an analytical model-based approach to staff planning that incorporated all the relevant costs. Implementing such an analytical model to address staff planning could pose similar challenges, as described in Kantor (2015), and Bernstein et al. (2014) if UCLA RRMC does not incorporate implicit human costs of staffing. Therefore, we take a two-part approach to staff planning at this hospital. In the first part, we model the staff planning as a two-stage integer stochastic dynamic program. The first stage captures the monthly decisions, while the second stage includes the daily decisions involved in staff planning. We then develop an algorithm to solve this model to provide the monthly and daily anesthesiologist staffing plan across each service for given cost parameters. In the second part, we develop a procedure to estimate the implicit costs. These include the inconvenience costs of scheduling anesthesiologists on the on-call consideration list but not calling them and the implicit cost of idle time. Subsequently, we use these estimated costs to demonstrate the total cost savings from using the optimization model.

### 1.2. Literature Review

The staff planning problem we consider in this study is related to three streams of literature. The first is in staff planning for services, particularly for operating rooms. The second stream is based on two-stage stochastic dynamic programming models. The third is associated with the estimation of operational parameters.

Several papers model the stages of staff planning at service organizations as a dynamic optimization problem. Wild and Schneewe (1993) provide a model for staff planning for the long term, medium term, and short term when volume flexibility is available in the form of contingent workers. Pinker and Larson (2003) provide a model for flexible workforce management in environments with uncertainty in the demand for labor. In the context of staff planning at hospitals, Dexter et al. (2005) provide a framework for tactical decision-making when allocating operating room time approximately one year in advance. The decisions that are a part of this time frame include hiring additional staff and building new operating rooms. Sluagh et al. (2018) provide results around managing on-call pool of nursing staff to provide last minute staffing for nurse absences. He et al. (2012) analyze decision-making for nurse staffing as more information becomes available about the workload on the day of the surgery. Through numerical analysis, they identify that deferring staffing decisions until the time procedure type information is available could help hospitals save up to 49% of staffing costs. While hospitals would like to defer staffing decisions as late as possible, this often leaves staff without final schedules until shortly before the day of the surgery. This uncertainty in schedules is not

<table>
<thead>
<tr>
<th>Service</th>
<th>Staff type</th>
<th>Average</th>
<th>Max</th>
<th>Min</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiothoracic</td>
<td>Regular</td>
<td>4.93</td>
<td>10</td>
<td>0</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>On-call consideration</td>
<td>1.18</td>
<td>6</td>
<td>0</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>On-call actually called</td>
<td>0.45</td>
<td>5</td>
<td>0</td>
<td>0.74</td>
</tr>
<tr>
<td>General</td>
<td>Regular</td>
<td>8.65</td>
<td>16</td>
<td>0</td>
<td>2.58</td>
</tr>
<tr>
<td></td>
<td>On-call consideration</td>
<td>4.61</td>
<td>7</td>
<td>0</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>On-call actually called</td>
<td>1.85</td>
<td>10</td>
<td>0</td>
<td>1.85</td>
</tr>
<tr>
<td>Neuro</td>
<td>Regular</td>
<td>2.72</td>
<td>6</td>
<td>0</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>On-call consideration</td>
<td>0.72</td>
<td>4</td>
<td>0</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>On-call actually called</td>
<td>0.30</td>
<td>3</td>
<td>0</td>
<td>0.56</td>
</tr>
<tr>
<td>Pediatric</td>
<td>Regular</td>
<td>1.69</td>
<td>6</td>
<td>0</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>On-call consideration</td>
<td>0.53</td>
<td>4</td>
<td>0</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>On-call actually called</td>
<td>0.24</td>
<td>4</td>
<td>0</td>
<td>0.47</td>
</tr>
<tr>
<td>Total</td>
<td>Regular</td>
<td>17.48</td>
<td>26</td>
<td>0</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td>On-call consideration</td>
<td>6.89</td>
<td>11</td>
<td>0</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>On-call actually called</td>
<td>2.77</td>
<td>9</td>
<td>0</td>
<td>1.32</td>
</tr>
</tbody>
</table>
desirable from a staff perspective. Thus, the UCLA RRMC, like several other service organizations, mitigates this problem by using a base level of staff who know they will be required on a given day and a reserve (on-call) list. Anesthesiologists on the on-call list will know if they need to come in only the previous day. McIntosh et al. (2006) state that this refinement of service-specific staffing, months before the day of the surgery, has a high degree of influence on staff satisfaction at hospitals. Xie and Zenios (2015) analyze the nursing staff planning problem within a time frame of a few months and propose a dynamic staffing policy, with adjustments to staffing levels as information on different types of surgeries arrives sequentially. They find that a threshold policy (analogous to a base stock policy) is optimal.

The staff planning problem at the UCLA RRMC is a two-stage integer stochastic dynamic program. When we remove the integrality requirement, this problem reduces to a two-stage stochastic dynamic program. Such problems have been extensively studied (Birge 1985). When applied in the retail context, this is known as a two-stage newsvendor problem. Gurnani and Tang (1999) characterize the optimal solution to this problem at a retailer that has two instances to order a seasonal product. Fisher et al. (2001) propose a heuristic solution to solve the two-stage newsvendor problem in an application at a catalog retailer. Recently, such two-stage models have also been used in agro-business (Bansal and Nagarajan 2017). In contrast, integrality requirements in our problem are essential because we consider staff planning and, as shown in Table 1, the average number of anesthesiologists deployed in each service on a given day is small. Recent theoretical work on integer stochastic dynamic programs includes Kong et al. (2013) and Sun et al. (2015). Easton (2014) considers a two-stage problem to manage workforce allocation by incorporating the joint variability of attendance and demand. Kim and Mehrotra (2015) consider a two-stage nurse staffing and scheduling problem. In the first stage, they find the initial staffing levels and schedules, and in the second stage, they adjust staffing levels after demand is observed. To solve this problem, they employ a two-stage stochastic integer program. Their modeling approach differs from our work in two key aspects. First, they assume no uncertainty in the second stage, so staffing adjustments are made in this period under known demand. Second, the feasible set of second-stage staffing patterns is constant and does not depend on the first-stage decision. In contrast, our application context required that we consider uncertainty in both stages, and the second-stage problem depends on the first-stage decision. These aspects significantly complicate the solution method. In addition, in their numerical analysis, they assume that the cost of idle time was zero. This was an important parameter in our setting, and we apply a data-driven approach to estimate the idle time cost of the anesthesiologists.

Literature related to dynamic optimization-based staff planning assumes that all the appropriate costs are known. As we described before, this is often not the case since there are several implicit costs in staff planning. Dexter and O’Neill (2001) discuss the importance of implicit costs in creating a staffing plan for anesthesiologists. Therefore, for an optimization model to be useful, these implicit costs must be estimated and included. In the econometric literature, Rust (1987) and Aguirregabiria (1999) discuss structural estimation of the costs involved in dynamic problems.

In the operations management literature, Allon et al. (2011) use a structural estimation approach to estimate the impact of waiting time performance on market share in the fast-food industry. Deshpande and Arikan (2012) estimate how airline schedules affect flight delays. Structural estimation of operational parameters has also been used in the call center industry by Aksin et al. (2017) to estimate customer preferences. In terms of the application context, our paper is closest to Olivera et al. (2008), who model the operating room time allocation problem as a newsvendor problem. They then employ a structural estimation approach to assess the relative costs of idle time and overtime for operating rooms. However, all these papers use the estimates created from structural estimation primarily for descriptive purposes, and they are not linked with an optimization model. This link is of significant importance in our application context. Furthermore, structural estimation assumes that the decision-maker makes optimal decisions and therefore does not capture the errors made by the decision-maker in the decision process. To overcome this, in our estimation procedure, we use an approach similar to Su (2008) who assume that the decision-maker is bounded rational. This implies that decision-makers are not perfect optimizers and make errors resulting from both insufficient information and cognitive limitations.

1.3. Contributions and Managerial Insights

Our paper makes the following contributions. First, we develop a two-stage integer stochastic dynamic programming model for medium- and short-term planning for anesthesiologists while incorporating implicit costs, demand uncertainty, and multiple services. To the best of our knowledge, this is the first paper to consider this approach in the healthcare industry. Second, this study develops a procedure to estimate implicit cost parameters used in the model. This provides a framework for creating staff planning models that overcome the shortcomings of dynamic
optimization models in situations where some cost parameters may be implicit, as is often the case in service organizations. Third, we provide structural results and develop a general method for solving two-stage integer stochastic dynamic programs, which can also be used in other applications. Fourth, we test our model with real data at the operating services department at the UCLA RRMC and demonstrate cost savings from such an estimation and optimization approach.

We draw several managerial insights from this work. These include:

1. The implicit cost of not calling an anesthesiologist on the call list is significantly more expensive than actually calling the anesthesiologist.
2. The implicit costs of idle time are substantially higher than the costs of overtime. This suggests that it is important to have a data-based understanding of implicit costs to make effective staff planning decisions.
3. It may be efficient to have more anesthesiologists on the on-call consideration list, as long as we carefully choose the days that require an on-call list.
4. A good understanding of demand variability and differences in costs can reduce overall staffing costs across specialties.

The remainder of the study is organized as follows. In section 2, we provide the formulation of the model and describe the variables, parameters, objectives, and constraints. We also provide the structural properties of the model and describe its solution method. In section 3, we describe the data and methodology for the estimation of demand for anesthesia services based on historical data. In section 4, we present the procedure to estimate the implicit cost parameters. In section 5, we describe the results of the computational analysis. In section 6, we summarize our work, provide managerial insights, describe the limitations of our study, and suggest future research directions.

2. Model

We start by presenting a model formulation of the staff planning problem. To provide a precise definition of the model, let $S$ be the set of services \{Cardio-thoracic, General, Neuro, Pediatric\}, and let $T$ be the set of days in a given month. We define the following variables, which are optimized:

- $x_{st}$: Number of anesthesiologists of service $s \in S$ placed on regular duty on day $t \in T$.
- $y_{st}$: Number of anesthesiologists of service $s \in S$ placed on the on-call consideration list on day $t \in T$.
- $z_{st}$: Number of anesthesiologists of service $s \in S$ called from the on-call list for day $t \in T$.

Next, we define the following parameters or inputs:

- $n_{st}$: The number of anesthesiologists of service $s$ available for day $t \in T$.
- $h$: The regular hours of work done per day by an anesthesiologist (hours).
- $c_o$: Overtime cost of anesthesiologists ($/hour$).
- $c_u$: Idle time cost of anesthesiologists ($/hour$).
- $c_q$: Cost of calling an anesthesiologist from the on-call list ($/day$).
- $c_q'$: Cost of keeping an anesthesiologist on the on-call list but not calling ($/day$).
- $r$: Threshold parameter (anesthesiologist per day).
- $B_{st}$: The distribution of anesthesia hours booked for service $s \in S$ for day $t$.
- $B_{st}$: Realization of $B_{st}$.
- $D_{st}$: The distribution of anesthesia hours used for service $s \in S$ at the end of day $t$.
- $D_{st}$: Realization of $D_{st}$.

Furthermore, for conciseness, let:

$$a^+ = \max(0, a), \quad [a] = \min\{n \in \mathbb{Z} | n \geq a\}, \quad [a] = \max\{n \in \mathbb{Z} | n \leq a\}, \quad c = (c_o, c_u, c_q, c_q')$$

The staff planning model is a two-stage, integer stochastic dynamic program. The first stage consists of the Monthly Staff Planning Problem (MSPP), which determines the number of anesthesiologists on regular duty and the on-call list for each day of the given month across each service. The second stage consists of the Daily Staffing Planning Problem for service $s$ in time period $t$ (DSPPP). This determines how many anesthesiologists to call from the on-call list for service $s$ for day $t$. We next describe each of these problems in detail.

In the MSPP, the planner makes staffing decisions before the beginning of the given month. Thus, at this point, the planners are only aware of the historical distribution of $B_{st}$ and the total number of anesthesiologists available for each day of this month ($n_{st}$). For each service on each day of the upcoming month, the planners decide the number of anesthesiologists who should be present for regular duty ($x_{st}$) and the number of anesthesiologists who should be a part of the on-call consideration list ($y_{st}$). The MSPP is formulated as:
(MSPP) $\mathcal{V}(n, c)$

$$= \min \sum_{s \in S, t \in T} \{E_{B_s}[W_{st}(x_{st}, y_{st}; c, B_{st}, n_{st})]\}, \quad (1)$$

$$x_{st} + y_{st} \leq n_{st} \quad \forall s \in S, t \in T, \quad (2)$$

$$x_{st}, y_{st} \in \mathbb{Z}_0^+ \quad \forall s \in S, t \in T. \quad (3)$$

The objective (1) represents the total expected monthly costs. This is the sum of expectation of $W_{st}(x_{st}, y_{st}; c, B_{st}, n_{st})$ over $B_{st}$, where the total expectation of the future cost is carried over to the beginning of the horizon when the decision is made. Here, $W_{st}(x_{st}, y_{st}; c, B_{st}, n_{st})$ represents the cost of service $s$ on day $t$ and depends on the decisions $x_{st}$ and $y_{st}$, cost parameters $c$, the number of available anesthesiologists $n_{st}$, and the booked time $B_{st}$. The exact form of $W_{st}(x_{st}, y_{st}; c, B_{st}, n_{st})$ will be defined in the DSPP$_{st}$. Constraint (2) enforces the total allocation of anesthesiologists for each service, and each time period cannot be greater than the total availability of anesthesiologists on that day and for that service. Constraint (3) ensures that the decision variables are non-negative integers.

Next, we describe the second-stage problem, DSPP$_{st}$, which considers the daily decision of calling in additional anesthesiologists from the on-call consideration list to support the surgical scheduling for the next day. At this point, the planner is aware of the total booked hours of surgeries for each service ($B_{st}$). Using this information and knowledge of the conditional distribution of the actual realization of surgery duration ($f_{D_{st}}|B_{st}$), the planner decides to call in a certain number of additional anesthesiologists from the on-call consideration list ($z_{st}$). Each of these anesthesiologists will be paid an additional amount ($c_{z}$). On the day of surgery, the actual surgical duration of each surgery is realized, which determines the total workload for each service ($D_{st}$). Depending on the total available labor hours of each service ($h(x_{st} + y_{st})$), the overtime and idle time costs will be realized. The DSPP$_{st}$ is formulated as:

$$\mathcal{V}(n, c, B_{st}, n_{st}) = \min \left\{ \left[ c_{q}z_{st} + c'_{q}(y_{st} - z_{st} - t)^+ \right] ight. + E_{D_{st}/B_{st}} \left[ c_{o}(D_{st} - h(x_{st} + z_{st}))^+ \right. \\
+ \left. c_{q}(h(x_{st} + z_{st}) - D_{st})^+ \right\}, \quad (4)$$

$$z_{st} \leq y_{st}, \quad (5)$$

$$z_{st} \in \mathbb{Z}_0^+. \quad (6)$$

The objective (4) of the DSPP$_{st}$ consists of four terms. The first term, $c_{q}z_{st}$, is the cost of extra payments made to the anesthesiologists who are called from the on-call consideration list. The second term, $c'_{q}(y_{st} - z_{st} - t)^+$, is the inconvenience cost of not calling anesthesiologists from the on-call consideration list. As we described in section 1.1, these costs are incurred only if the total number of anesthesiologists called from the on-call list ($y_{st} - z_{st}$) is greater than threshold $t$. The third term $c_{o}(D_{st} - h(x_{st} + z_{st}))^+$ is the overtime pay when the demand realized is greater than the total workload available for service $s$. The fourth term, $c_{q}(h(x_{st} + z_{st}) - D_{st})^+$, is the cost of idle time when the demand falls short of total available work hours. For these costs, the expectation is taken over the conditional distribution of $D_{st}$. Note that the third and fourth terms together are the expected costs of the day of surgery and are similar to the well-known newsvendor cost (Nahmias and Cheng 2009). Constraint (5) restricts the additional number of anesthesiologists who can be called to those who are on the on-call consideration list, which is set in the first stage. Constraint (6) restricts the decision variable $z_{st}$ to be a positive integer.

It is important to note that the staff planning model (consisting of the MSPP and the DSPP$_{st}$) is an aggregate planning model over a monthly horizon. Thus, we consider overtime from an aggregate perspective and ignore the bin-packing problem of scheduling surgeries and the problem of assigning anesthesiologists to individual surgeries. Olivares et al. (2008) and He et al. (2012) used similar approaches in aggregating workload by services in an operating room context. In addition, we assume overtime costs are computed on a daily basis when the workload exceeds 8 hours in a day. This was the case in our application and was also consistent with California law (https://www.shrm.org/ResourcesAndTools/tools-and-samples/how-to-guides/Pages/californiawtocalculatedailandyweeklyovertimeincalifornia.aspx). Alternatively, even in states where daily overtime is not mandated by state law, daily overtime for physicians is often covered by employment contracts, and individual anesthesia group practices may have contracts that cover daily overtime costs (Dexter and O’Neill 2001). Furthermore, computing overtime on a daily basis is common in the literature (Dexter et al. 1999, Dexter and Traub 2002, Olivares et al. 2008). However, our approach is general and can be easily extended to other settings. For example, if overtime is calculated on a weekly basis when the weekly workload exceeds 40 hours, we would solve the second-stage problem for a week instead of a day.
Finally, we assume that the available pool of anesthesiologists is so large that individuals can reliably set up appointments far in advance and confidently know that there will be enough total people available that those appointments can be made. In addition, we assume that there are a large number of anesthesiologists who are willing to be available on-call and paid only if needed. These assumptions seem reasonable in our setting, where we consider a hospital in a large urban environment. This is analogous to models even workload on surgical wards by adjusting the master surgical schedule. Such models generally assume an unlimited number of anesthesiologists who should be called from the on-call consideration list would be required. If the booked time is below \( B_{st}^U(x_{st}, \kappa(c)) \), then the number of anesthesiologists available on regular duty \( x_{st} \) would be sufficient. If the booked time is above \( B_{st}^I(x_{st}) \), then all the anesthesiologists on the on-call consideration list would be required. For intermediate values of \( B_{st} \), the proposition above provides for the optimal number of anesthesiologists who should be called from the on-call list.

Let \( \mathcal{V}(n, c) \) be the linear programming relaxation of DSPP with the integrality constraint \((6)\) relaxed. Then we define the MSPP as:

\[
\begin{align*}
\text{(MSPP')} & \quad \mathcal{V}'(n, c) \\
& = \min \sum_{s \in S, t \in T} \left\{ E_{B_{st}} \left[ \mathcal{V}_{st}^L(x_{st}, y_{st}; c, B_{st}, n_{st}) \right] \right\},
\end{align*}
\]

subject to,

\[
(2), (3)
\]

Since \( \mathcal{V}(n, c) \leq \mathcal{V}(n, c) \), Thus, the MSPP' is a lower bound to the MSPP. The next proposition provides a property of MSPP' that will be used in constructing its solution method.

**Proposition 2.** The MSPP' is discretely convex in \( (x_{st}, y_{st}) \).
2.2. Solution Method

Next, we utilize Propositions 1 and 2 to develop a computationally tractable algorithm to solve the MSPP. First, we solve the integer convex program MSPP’. To do so, we approximate the expectation in MSPP by its sample average approximation (SAA) as:

\[
\mathbb{V}'(\mathbf{n}, \mathbf{c}) \approx \hat{\mathbb{V}}'(\mathbf{n}, \mathbf{c}) = \min \frac{1}{M} \sum_{m=1}^{M} \left[ \sum_{s \in S, t \in T} \mathcal{W}_{s,t}^{LP}(x_{st}, y_{st}; \mathbf{c}, b_{st}^m, n_{st}) \right]
\]

subject to,

\[
(2), (3).
\]

As shown in Proposition 2, \(\mathcal{W}_{s,t}^{LP}(x_{st}, y_{st}; \mathbf{c}, b_{st}^m, n_{st})\) is a discretely convex function. Therefore, the sample average approximation \(\hat{\mathbb{V}}'(\mathbf{n}, \mathbf{c})\) is also a discretely convex problem. We solve \(\hat{\mathbb{V}}'(\mathbf{n}, \mathbf{c})\) by first solving its integer relaxation, employing the subgradient method for constrained problems (Boyd and Vandenberghe 2004). As \(\hat{z}_{st} = 0\) is always a feasible solution to \(\mathcal{W}_{s,t}^{LP}(x_{st}, y_{st}; \mathbf{c}, b_{st}^m, n_{st})\), there will always be a solution to \(\mathcal{W}_{s,t}^{LP}(x_{st}, y_{st}; \mathbf{c}, b_{st}^m, n_{st})\) for every feasible \((x_{st}, y_{st})\) at each iteration of the subgradient method. Furthermore, we stop the subgradient method when the current solution does not improve the previous best solution by a pre-specified tolerance. Let this current solution be \((x_{st}^*, y_{st}^*)\) with a corresponding objective value of \(\frac{1}{M} \sum_{m=1}^{M} \sum_{s \in S, t \in T} \mathcal{W}_{s,t}^{LP}(x_{st}^*, y_{st}^*; \mathbf{c}, b_{st}^m, n_{st})\). This value is a lower bound to the MSPP. Then, we find the best nearest feasible integer solution \((\hat{x}_{st}, \hat{y}_{st})\) and its corresponding objective value \(\frac{1}{M} \sum_{m=1}^{M} \sum_{s \in S, t \in T} \mathcal{W}(\hat{x}_{st}, \hat{y}_{st}; \mathbf{c}, b_{st}^m, n_{st})\). This provides a heuristic solution to the MSPP.

Define \(\hat{\mathbb{g}}(\hat{x}_{st}, \hat{y}_{st})\), an estimate of the integrality gap at \((\hat{x}, \hat{y}_{st})\), as:

\[
\hat{\mathbb{g}}(\hat{x}_{st}, \hat{y}_{st}) = \frac{1}{M} \sum_{m=1}^{M} \sum_{s \in S, t \in T} \mathcal{W}(\hat{x}_{st}, \hat{y}_{st}; \mathbf{c}, b_{st}^m, n_{st}) - \frac{1}{M} \sum_{m=1}^{M} \sum_{s \in S, t \in T} \mathcal{W}_{s,t}^{LP}(x_{st}^*, y_{st}^*; \mathbf{c}, b_{st}^m, n_{st}).
\]

The above equation defines the integrality gap as the difference between the cost of the nearest feasible integer solution from its optimal continuous solution, averaged across M realizations of anesthesia hours by service and day. Below, we formalize the heuristic algorithm based on SAA to solve the MSPP.

It is apparent from the above algorithm that the MSPP is decomposable by both service and days. Thus, we could potentially solve this problem by more direct methods, such as complete enumeration of the first-stage variables. However, as discussed in the literature, these complete enumeration methods for two-stage stochastic integer programs could be computationally challenging (Schultz et al. 1998). To

---

**Heuristic Algorithm to solve MSPP**

1. Set \(\epsilon > 0\) to be sufficiently small and \(M\) to be sufficiently large.
2. For a given \((s, t)\), draw \(M\) samples of \(B_{st}\), represented by \(b_{st}^k\), \(k = 1, 2, \ldots, M\), from the distribution of \(B_{st}\).
3. Solve the convex program \(\hat{\mathbb{V}}'(\mathbf{n}, \mathbf{c})\) by employing Proposition 2 and the subgradient method. Use Proposition 1 to compute \(\mathcal{W}_{s,t}^{LP}(x_{st}, y_{st}; \mathbf{c}, b_{st}^m, n_{st})\) at each iteration of the subgradient method. Let the subgradient solution be \((x_{st}^*, y_{st}^*)\).
4. Find the best nearest feasible integer solution \((\hat{x}_{st}, \hat{y}_{st})\) corresponding to the subgradient solution \((x_{st}^*, y_{st}^*)\).
5. Compute the estimate of the integrality gap \(\hat{\mathbb{g}}(\hat{x}_{st}, \hat{y}_{st})\) using (14)
6. If the integrality gap, \(\hat{\mathbb{g}}(\hat{x}_{st}, \hat{y}_{st}) \geq \epsilon\), increase sample size \(M\) and go to Step 2. Otherwise, \((\hat{x}_{st}, \hat{y}_{st})\) is the heuristic solution for the given \((s, t)\). Go to Step 7.
7. Repeat Step 2 to Step 6 \(\forall (s, t)\).
8. End.
test this approach in our context, we decomposed the problems by service and found that solving this problem across the four services for a given day took about an hour, and for the whole month, it took about 98 hours or more than 4 days. This seemed computationally intensive from a practical standpoint. Furthermore, the analysis in sections 5.2 through 5.5 required solving several instances of the MSPP. Thus, such complete enumeration-based methods preclude these types of analysis, which were important from a practical standpoint. In contrast, our algorithm described above, where $\epsilon = 0.05$ and $M = 500$, solved the entire problem in less than 10 minutes in all the considered test problem instances and was within 2% of the costs of the solution obtained by the enumeration-based approach. We provide more details in the Electronic Companion (EC.3). Therefore, it seemed reasonable to employ our solution method to solve this problem and conduct the associated analysis.

Finally, it is important to note that the value of the solution using this method would naturally depend on the reliability of the cost parameters $c_q$, $c_o$, $c_v$, $c_u$. While $c_q$ and $c_o$ are known, as these are actual dollar payments, the hospital makes to the anesthesiologists, $c_v$ and $c_u$ are implicit. Therefore, we develop an estimation procedure to determine these costs. This procedure first requires estimating the demand distributions for each anesthesia service. Thus, in the next section, we describe our methodology to specify and estimate these distributions.

3. Estimation of Demand Distributions

Estimation of demand distribution for anesthesia services consists of two stages. First, we estimate the distribution for the booked hours for service $s$ and day $t$ ($B_{st}$). The realization $B_{st}$ of the distribution are the booked hours and is known the day before $t$. To incorporate add-ons and cancellations that may incur after the booked hours are determined and before the end of day $t$, we estimate $D_{st} | B_{st}$. This represents the distribution of daily anesthesia hours used for service $s$ at the end of day $t$, conditional on the distribution of booked hours $B_{st}$.

3.1. Estimating Distribution of Booked Hours ($B_{st}$)

Surgery requests start coming in sequentially about six months before the day of surgery. Subsequently, requests for cancellations and add-on cases keep coming in until one day before the day of surgery. While these advance bookings might be informative about the actual realization of $B_{st}$, other hospital departments do not pass on the information to the operating services department, as it is subject to change. Only the final booked hours for each department are sent by admissions to operating services the day before the scheduled surgeries. This implies that no advance information from early bookings is available when the MSPP is being solved. The information available is restricted to the day of the week, the month, and whether an upcoming day is a holiday. Therefore, we use only these variables to estimate the distribution of $B_{st}$. We plot the empirical distribution of the booked hours for each of the services ($B_{st}$) in the Electronic Companion (Figure EC.1).

From Figure EC.1, we can see that for Cardiothoracic, Neuro, and Pediatric anesthesia services, there is a concentration of data at zero. This is because these services are specialized, and they are not performed every day of the week. Meanwhile, general anesthesia service is performed almost every day, and we do not see such a concentration of data at zero. Therefore, we used a separate procedure to estimate the anesthesia required for specialized and general surgeries. We refer to these as specialized services and general services. Next, we describe the procedure to estimate the demand for these services.

**Estimation of $B_{st}$ for Specialized Services.** We use a two-step estimation method to estimate the distribution of booked anesthesia hours for services such as Cardiothoracic, Neuro, and Pediatric surgeries. Duan et al. (1983) and Min and Agresti (2002) provide a more detailed description. Here, in the first step, the dependent variable is a binary outcome variable with $B_{st} = 0$, indicating there is no demand for service $s$ on day $t$. Conditional on this first-stage binary variable being false (i.e., $B_{st} > 0$), we then estimate the magnitude of $B_{st}$.

More specifically, in the first step, the binary outcome variable $B_{st}$ is modeled by logistic regression. The specification of this logistic regression is:

$$\text{logit}[P(B_{st} = 0)] = \alpha_{s,0} + \alpha_{s,1} \times \text{Day of Week}_t$$

$$+ \alpha_{s,2} \times \text{Month}_t + \alpha_{s,3} \times \text{Holiday}_t,$$

(15)

This can be written concisely as:

$$\text{logit}[P(B_{st} = 0)] = \alpha_s \cdot h_t.$$  

(16)

In the second part of the estimation procedure, we estimate the distribution of the magnitude of $B_{st}$, conditional on it being positive. Although the empirical distribution was the best fit, we elected to use a lognormal specification of the magnitude of $B_{st}$ to effectively model conditional distributions. In
addition, the lognormal distribution was a better fit in comparison to other distributions such as the Weibull. Duan et al. (1983), May et al. (2000), and He et al. (2012) used a lognormal distribution for surgical services demand. This specification is:

$$\log(B_{st}|B_{st} > 0) = \beta_{s0} \times \text{Day of Week} + \beta_{s1} \times \text{Month} + \beta_{s2} \times \text{Holiday} + \epsilon_{st}$$  

We simplify the above as:

$$\log(B_{st}|B_{st} > 0) = \beta_{st} + \epsilon_{st},$$  

where $\epsilon_{st} \sim N(0, \sigma^2_s)$. Following Duan et al. (1983) and Min and Agresti (2002), the maximum likelihood of the two-part model is given by:

$$\ell(\alpha_s, \beta_s, \sigma_s) = \ell_1(\alpha_s) \ell(\beta_s, \sigma_s),$$

and

$$\ell_2(\beta_s, \sigma_s) = \prod_{s \in T} \sigma_{s}^{-1} \phi\left(\frac{\log(B_{st}) - \beta_{s0}}{\sigma_{s}}\right)$$

As the likelihood function is separable in the parameters, we can estimate $\alpha_s$, $\beta_s$, and $\sigma$ by independently solving the maximum of the two likelihood functions, $\ell_1(\alpha_s)$ and $\ell_2(\beta_s, \sigma_s)$.

We summarize the results of the estimation procedure in the Electronic Companion (EC.4). From these results, we can conclude that the procedure is very effective in estimating $B_{st}$ for specialized anesthesia services at the UCLA RRMC.

### Estimation of $B_{st}$ for General Service

We can observe from Figure EC.1 that the distribution of booked anesthesia hours for general surgeries is bimodal. This is because, while general surgeries are performed on most days, there is a lower demand on weekends and holidays, while there is higher demand on regular days. Therefore, we model the distribution of anesthesia booked for general surgeries as a mixture of two Gaussian distributions. This approach for modeling bimodal distributions has been suggested by Allenby et al. (1998) for capturing a wide variety of heterogeneity in demand distributions. In Gaussian mixture models, the distribution of the mixture is given by the weighted sum of the two Gaussian distributions. Thus, the conditional distribution $g(B_{st}|h_i)$ is given by:

$$g(B_{st}|h_i) = \sum_{k \in \{1,2\}} \pi_k \phi_B(B_{st}|h_{ik}; \beta_k),$$

where $\pi_k$ are weights assigned to the two-component distributions and $\phi_B(B_{st}|h_{ik}; \beta_k)$ are the two-component distributions with regression parameters $h_{11}$ and $h_{12}$, and coefficients $\beta_1$ and $\beta_2$.

We estimate this Gaussian mixture model using the flexmix package in R (Grün and Leisch 2007). We summarize the results of the two-component regressions in the Electronic Companion (EC.4). Here again, these results show that this is an effective procedure to estimate $B_{st}$ for general surgeries at the UCLA RRMC.

### 3.2. Estimation of $D_{st}|B_{st}$

We first used the approach outlined in Dexter and Epstein (2018) to verify that staff scheduling did not affect anesthesiologist workload. We provide more details in the Electronic Companion (EC.5). We then choose a lognormal specification for $F(D_{st}|B_{st})$, as it provides a good fit (as shown in the Electronic Companion). In addition, the lognormal specification has been used in the literature for modeling demand for surgical services (He et al. 2012, Strum et al. 1997). While the normal and Weibull distribution worked well in Strum et al. (1997), we found the lognormal distribution to be a better fit with our data. The specification of the regression model for $D_{st}$ was:

$$\log(D_{st}) = \gamma \log(B_{st}) + \xi_{st} \quad \forall s \in S, \ t \in T.$$  

Here, $\xi_{st} \sim N(0, \sigma^2_{st})$. We present the results of the estimation of $D_{st}|B_{st}$ across each service in the Electronic Companion (EC.6). These results validate the choice of the lognormal specification to estimate $D_{st}|B_{st}$.

### 4. Estimation Procedure for Implicit Cost Parameters

To estimate the implicit cost parameters, we adapt the approach followed in the estimation of discrete choice models (McFadden 1974, McFadden and Manski 1981). To enable this, we assume that the staff planner does not know the numerical value of the implicit costs but is aware of the cost trade-offs when making staff planning decisions. Therefore, the planner has subconscious relative weights in mind and uses these costs imperfectly. We observe the staff planner’s historical daily decisions on how many anesthesiologists were actually called from the on-call consideration list. We then employ a maximum likelihood optimization to estimate the implicit cost parameters in a manner that best explains the staff planner’s decisions observed in the data. The estimation procedure for implicit cost parameters consists of the following steps:

1. We develop a decision model of the staff planner.
2. Based on this decision model, we derive the likelihood of obtaining the observed data as a function of the cost parameters.

3. Finally, we estimate the implicit cost parameters, which maximize the likelihood of observing the data.

We next describe each step in detail.

4.1. Decision Problem of Staff Planner

The literature related to operating room staff planning shows experimental evidence that operating room planners demonstrate errors and biases from the optimal solution (Wachtel and Dexter 2010). Therefore, we model the staff planner as a bounded rational decision-maker who is not a perfect optimizer but makes errors owing to the limited availability of information or because of cognitive limitations. Furthermore, consistent with quantal choice theory (McFadden 1976), we assume that when the planner faces alternative staff planning options, instead of selecting the optimal staffing plan, he or she selects better options with higher probability.

The above evidence that the staff planner is a bounded rational decision-maker precludes the use of data on the monthly decisions for estimating the cost parameters. These decisions include the number of anesthesiologists on regular duty and the number of anesthesiologists on the on-call consideration list for each specialty. This is a two-stage stochastic dynamic problem. Thus, modeling the monthly decisions of the staff planner would require a structural model of dynamic discrete choices. Estimating parameters in dynamic discrete choices requires the assumption that the decision-maker is a rational agent. In the literature related to the structural estimation of dynamic discrete choices, this is a standard assumption and referred to as the rational expectations assumption (Aguirregabiria and Mira 2010). Because we assume that the staff planner is not rational but is bounded rational and makes errors in staff planning, we do not assume rational expectations, and we exclude the monthly data in our estimation procedure.

Alternatively, we use data on daily decisions and the logit choice model to evaluate the probability of the staff planner selecting a certain number of anesthesiologists to call from the on-call consideration list. The logit model is suitable in our context for two reasons. First, it allows for discrete choices, such as the number of anesthesiologists. Second, it leads to an analytically tractable maximum likelihood model. Our context is similar to Su (2008), who uses the multinomial logit choice model and provides empirical evidence that a logit choice model provides a good fit for a bounded rational newsvendor.

According to the logit choice model, the probability of selecting a decision \( x \) is proportional to \( e^{U(x)} \), where \( U(x) \) is the utility of selecting the decision \( x \) (McFadden 1974). Consequently, if the domain of decisions is \( X \), the probability of selecting choice \( x \) is given by:

\[
p(x) = \frac{e^{U(x)}}{\sum_{x \in X} e^{U(x)}}. \tag{23}
\]

Next, we use the above logit choice probability to derive the likelihood of the staff planner calling a certain number of anesthesiologists from the on-call consideration list.

4.2. Deriving the Likelihood Function for Staff Planning Decisions

For conciseness, we represent \( U(c, z_{st}, y_{st}, B_{st}) \) as follows:

\[
U(c, \tau, z_{st}, y_{st}, B_{st}) = \left\{ c_q z_{st} + c_y (y_{st} - z_{st} - \tau)^+ \right\}
+ E_{D_{st}|B_{st}} \left[ c_h (\tilde{D}_{st} - h(x_{st} + z_{st}))^+ \right]
+ c_{ho} (h(x_{st} + z_{st}) - \tilde{D}_{st})^+ \right\}. \tag{24}
\]

The utility of calling \( z_{st} \) anesthesiologists from the on-call consideration list for a given choice of cost parameter \( c \), threshold parameter \( \tau \), booked time \( B_{st} \) and \( y_{st} \) over all other feasible \( z'_{st} \), is given as the negative of the cost incurred, or, \(-U(c, \tau, z_{st}, y_{st}, B_{st})\). Therefore, from Equation (23), the probability of choice \( z_{st} \) is:

\[
p_{st}(c, \tau, z_{st}, y_{st}, B_{st}) = \frac{\exp(-U(c, \tau, z_{st}, y_{st}, B_{st}))}{\sum_{z'_{st} \leq y_{st}} \exp(-U(c, \tau, z'_{st}, y_{st}, B_{st}))}. \tag{25}
\]

Therefore, the likelihood of observing \( z_{st} \) for all \( s,t \) in the data for a given choice of \( c \) will be given by:

\[
L(c) = \prod_{s \in S} \prod_{t \in T} L_{st}(c, \tau, z_{st}, y_{st}, B_{st}). \tag{26}
\]

4.3. Determining Costs to Maximize the Likelihood Function

Maximizing the likelihood function, as described in Equation (26), is challenging because computing the likelihood requires the multiplication of \(|S| \times |T| \) probabilities. The resultant likelihood becomes extremely small, and we run into floating-point errors when this function is maximized. In order to mitigate this, it is common practice to maximize the log-likelihood (Cameron and Trivedi 2005). Since the logarithm function is monotonically increasing, the optimal
solution will not change. The estimate of $c$, which maximizes the log-likelihood, is given by:

$$
\hat{c} = \arg \max_c \log L(c).
$$

Using Equation (26), this simplifies to:

$$
\hat{c} = \arg \max_c \sum_{s \in S, t \in T} \log \{ p_s(c, \tau, z_{st}, y_{st}, B_{st}) \}.
$$

We first show that the above optimization problem is concave in $c$ and then propose an estimation procedure.

**Proposition 3.** $\log L(c)$ is concave in $c$.

In light of Proposition 3, a local solution of a nonlinear solver would be the global optimum. We use the nonlinear solver NLOPT (https://nlopt.readthedocs.io/en/latest/) with a Python programming interface to solve the maximum likelihood problem for a given dataset. For computational stability, during the nonlinear optimization, we normalize $c_q$ to 1. We also employ a nonparametric bootstrap analysis for our estimation procedure. The bootstrap analysis allows us to compute an approximation of the confidence interval of the cost estimates. To perform bootstrap analysis, we follow the procedure described in (Greene 2000). We take $f$ samples with replacement from our dataset. We compute the cost estimates for each sample by solving Equation (28) for the sampled dataset. Thus, we have $f$ cost estimates $\{\hat{c}_1, \ldots, \hat{c}_f\}$. The mean of the cost estimates is given by, $\hat{c} = \frac{1}{f} \sum_{i} \hat{c}_i$, and we use the 2.5th and 97.5th percentile of these cost estimates to obtain the 95% confidence interval of the estimates. In our estimation so far, we assumed that the threshold $\tau$ was fixed. To find the best value of $\tau$, we first calculated $\tilde{\tau} = \max_s \{ y_{st} - z_{st} \}$. We then repeat the estimation procedure for implicit costs for different values of $\tau$ between 0 and $\tilde{\tau}$. Finally, we choose $\tau$ as the value that maximizes the log-likelihood function defined in Equation (28). Here, we found $\tau = 1$ maximizes the log-likelihood. This means that one anesthesiologist per specialty incurs no cost per day for being on call but not actually called. We report the associated values of the implicit costs in Table 2. Note that the cost estimates are scaled so that $c_q = 1$. Additionally, we performed sensitivity analysis around the value of $\tau = 1$ by computing the out-of-sample root mean square error for each associated implicit cost parameter. We summarize this analysis in the Electronic Companion (EC.7), and validates $\tau = 1$ to be the best fit for the data.

We observe in Table 2 that the estimated cost of not calling an anesthesiologist on the on-call consideration list is 1.63 times the cost of actually calling the anesthesiologist. This seems plausible, as the anesthesiologist loses not only the additional income from being on-call but potentially forgoes the opportunity to make income from other sources during that day. Dexter and O’Neill (2001) discuss the impact of these implicit costs of on-call staffing, but such costs have not been quantified in the literature thus far. Incorporating such implicit costs is important because not including them would lead to a longer on-call consideration list. While maintaining a longer on-call consideration list may provide the staff planner the flexibility to react to updated information without incurring supplemental financial expenses at the hospital, this would lead to more anesthesiologists being on the on-call list but not getting called. Olmstead et al. (2014) discuss the inconvenience to employees from being on the on-call list. This inconvenience could potentially lead to higher employee dissatisfaction (Gander et al. 2007). This, in turn, can lead to increased employee turnover, which could be detrimental to the hospital.

When we scale $c_q$ to 1, the corresponding value of the explicit costs of overtime $c_o = 0.18$. This implies that the idle cost of an anesthesiologist is 1.55 times the overtime cost. This result is consistent with Olivares et al. (2008), who found that the cost of OR idle time was observed to be 60% higher than the cost of OR overtime. Our study demonstrates that a similar effect is in place for managing on-call anesthesiologists. Furthermore, given that the overtime cost is $180 per hour, the implicit cost of idle time is $180 \times 1.55 = $280/hour. Since the cost of idle time should be consistent with the hourly cost of regular time, we used these costs to compute the annual cost of an anesthesiologist based on our estimate. The anesthesiologists at the operating service department work seventeen 8-hour shifts per month. This implies the annual cost should be $280/hour \times 8 \text{ hours/shift} \times 17 \text{ shifts/month} \times 12 \text{ months/year} = $456,960/year. At the UCLA RRMC, this includes an overhead rate of 30% of salary to account for health and retirement benefits. This implies an annual salary of $456,960/1.3 = $351,507, which is close to the median anesthesiologist salary of $433,000 at the UCLA Medical Center and $392,000 nationwide (https://www.medscape.com/slideshow/2019-compensation-anesthesiologist-

### Table 2: Maximum Likelihood Estimates of Implicit Cost Parameters

<table>
<thead>
<tr>
<th>Cost parameters</th>
<th>Maximum likelihood estimate</th>
<th>95% Confidence intervals (Bootstrap)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_q$</td>
<td>1.63</td>
<td>(1.42, 1.83)</td>
</tr>
<tr>
<td>$c_o$</td>
<td>0.28</td>
<td>(0.12, 0.34)</td>
</tr>
</tbody>
</table>

*Note: *Values scaled such that $c_q = 1$.  
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In this section, we first perform computational theory. The staff planner’s decisions using quantal choice operations management (Chen and Song 2019). The mean anchoring bias in several applications in bias. Quantal choice theory has been used to explain the staff planner’s decisions could be driven by a mean anchoring (EC.11), using the approach in Bostian et al. (2008), Wachtel and Dexter (2010) also discuss a situation in which staff planners (2000) whenever there are such newsvendor trade-offs between overstock and understock costs. Studies have shown that decision-makers order a quantity between the optimal expected profit-maximizing quantity, and the quantity required to meet the mean demand. (Bostian et al. 2008, Ho et al. 2010, Schweitzer and Cachon 2000) whenever there are such newsvendor trade-offs between overstock and understock costs. One such common and well-studied bias is anchoring decisions on mean demand. This means that instead of ordering the optimal expected profit-maximizing quantity, decision-makers order a quantity between the optimal quantity and the quantity required to meet the mean demand (Bostian et al. 2008). Wachtel and Dexter (2010) also discuss a situation in which staff planners for anesthesiologists demonstrate anchoring on mean demand. As described in the Electronic Companion (EC.11), using the approach in Bostian et al. (2008), we also found evidence to indicate that the staff planner’s decisions could be driven by a mean anchoring bias. Quantal choice theory has been used to explain the mean anchoring bias in several applications in operations management (Chen and Song 2019). Therefore, this provides more validation to represent the staff planner’s decisions using quantal choice theory.

5. Computational Analysis

In this section, we first perform computational analysis to validate the performance of the estimation procedure described in section 4. Then we show the benefits of using the solution method described in section 2.2 over current practice. We also use our model to evaluate the impact of changes in costs, booked time variability, and the impact of hiring more anesthesiologists for particular services.

5.1. Validation of Estimated Cost Parameters

In order to validate the cost estimation procedure, we demonstrate that our model can accurately predict the decisions of the staff planner using the estimated costs. We follow a 10-fold cross-validation procedure to quantify the prediction accuracy of our model. Kohavi (1995) provide a detailed discussion of the advantages of using k-fold models for cross-validation. They propose $k = 10$ for discrete models such as the multinomial logit. In a 10-fold cross-validation approach, we divide our dataset $\Delta$ into 10 mutually exclusive subsets (folds) $\{\Delta_1, \ldots, \Delta_{10}\}$ of approximately equal size. We then use the estimation procedure (described in section 4) ten times. Each time, the cost parameters are estimated using dataset $\Delta \setminus \Delta_i$. Let these estimated parameters be $\hat{c}_i$. Next, given these estimates, we use Equation (25) to compute the predicted choice probability $\hat{p}_{st}(\hat{c}_i, z_{st}, y_{st}, B_{st})$ for each feasible $z_{st}$ for the dataset $\Delta_i$. Then, because the staff planner’s choice is modeled as a multinomial logit, the predicted decision of the staff planner will be the decision that has the highest predicted probability. Thus, the predicted decisions for the test dataset $\Delta_i$ will be:

$$\hat{z}_{st} = \arg\max_{z_{st}} \{\hat{p}_{st}(\hat{c}_i, z_{st}, y_{st}, B_{st})\}$$

$$\forall(s, t) \in \Delta_i \forall i \in \{1, 2, \ldots, 10\}. \tag{29}$$

We compute the root mean square error (RMSE) of the above predicted decisions $\hat{z}_{st}$ with respect to the actual historical decisions of the staff planner $z_{st}$ for each of the 10 datasets $\Delta_i$. Then, we compute the average RMSE across the 10 sets of predictions as:

$$\text{RMSE} = \frac{1}{10} \sum_{i=1}^{10} \sqrt{\frac{\sum_{(s,t) \in \Delta_i} (\hat{z}_{st} - z_{st})^2}{|\Delta_i|}}. \tag{30}$$

We also compute the accuracy of the model as the percentage of times the model predicted the correct decision. If $\hat{z}_{st} = z_{st}$, we denote $I_{\hat{z}_{st} = z_{st}} = 1$. Therefore, the accuracy for the dataset $\Delta_i$ is $\text{acc}_i = \frac{1}{|\Delta_i|} \sum_{s,t \in \Delta_i} I_{\hat{z}_{st} = z_{st}}$. The average of the accuracy across the 10-folds would be $\overline{\text{acc}} = \frac{1}{10} \sum_{i=1}^{10} \text{acc}_i$. We found that the estimation procedure is able to exactly predict $z_{st}$ about 49% of the time. In addition, the error in prediction accuracy was also small, with the average RMSE around 0.48. We also calculated the mean average percentage error between the prediction and staff planner’s decisions for the overtime and idle time hours. The results are summarized in the Electronic Companion (EC.12) and show the predicted and actual decisions are close.
We also modeled the staff planner’s decision to determine the number of anesthesiologists called from the on-call list (zst) as a linear regression of the observable characteristics, such as the number of anesthesiologists on regular duty (xst), the number of anesthesiologists on the on-call list (yst), and the total booked hours for surgery (Bst). Estimating operational parameters assuming a linear managerial decision rule has been applied previously in Foreman et al. (2010). The results, summarized in the Electronic Companion (EC.13), show that the average RMSE for the linear fit is 0.89. The logit choice model is a better fit to model the staff planner’s decisions because it better captures the nonlinear dependence of zst on xst, xst, and Bst. This, in turn, provides validity for the implicit cost estimation procedure described in section 4.

5.2. Comparison of Decisions and Costs with Current Practice

The current planning process to make these decisions uses an experience-based practitioner’s heuristic. Such heuristics have been reported in the literature (Cardoen et al. 2010, Dexter and O’Neill 2001, Rath et al. 2017). At the hospital, we studied the practitioner’s heuristic comprises of two stages. In the first stage, the practitioner makes monthly decisions by first calculating the mean and standard deviation of daily demand for a service on a given day. They do this by using historical data for each day of a week in a given month. As per the practitioner’s heuristic, the anesthesiologists on regular duty (xst) are used to meet the mean daily demand. The anesthesiologists on the on-call list (yst) are chosen to cover three standard deviations of the daily demand. Together, (xst, yst) constitute the decisions in the first stage of staff planning. In the second stage, once booking information for the day of surgery is available, the staff planner decides to call a certain number (zst) of anesthesiologists from the on-call list previously decided. We model this second stage decision-making process in detail in section 4.1.

The practitioner’s decision-making is sub-optimal for the following reasons. The first-stage decision-making does not consider the costs of these decisions and does not effectively incorporate uncertainty or the second-stage problem. In the second stage, as discussed in section 4.1, the practitioner is modeled as a bounded rational newsvendor who makes sub-optimal decisions.

We use the estimated implicit costs to fully specify the MSPP and DSPP_st. We can now compute the total costs of using a model-based solution and compare this to the cost incurred by current practice. When calculating the cost benefits of using the model-based solution described in section 2.2 with respect to the staff planner’s actual decisions, we first define the express cost of a decision (xst, yst, zst) as:

\[
\Omega(x_{st}, y_{st}, z_{st}) = \left\{ c_{t}(y_{st} - z_{st} - \tau)^{+} + c_{u}(D_{st} - h(x_{st} + z_{st}))^{+} + c_{v}(h(x_{st} + z_{st}) - \tilde{D}_{st})^{+} \right\}
\]

Here, \( \Omega(x_{st}, y_{st}, z_{st}) \) is the cost when decisions \((x_{st}, y_{st}, z_{st})\) are taken for day \( t \), and the actual realization of the total durations of surgeries of service \( s \) is \( D_{st} \).

Let \((x_{st}^{m}, y_{st}^{m}, z_{st}^{m})\) be the decisions computed by the model-based solution procedure described in section 2.2 and \((x_{st}, y_{st}, z_{st})\) are the actual decisions of the staff planner. We employ \( \Omega(x_{st}, y_{st}, z_{st}) \) to compare the benefits of the model-based solutions to the actual decisions of the staff planner by calculating the percentage relative cost improvement as:

\[
\delta_{st} = 100\% \times \frac{\Omega(x_{st}^{m}, y_{st}^{m}, z_{st}^{m}) - \Omega(x_{st}, y_{st}, z_{st})}{\Omega(x_{st}, y_{st}, z_{st})}.
\]

We report the average cost improvement by service and overall average cost improvement in Table 3. This table shows the average cost savings using the model-based solution on historical data is 16.49%. In addition, we observe that the model-based solution improves costs across all the services. But, we note that there is a significant difference in cost savings across services. We found that this was due to the differences in the scale of the forecast errors between the booked anesthesiology hours \( (B_{st}) \) and the used anesthesiology hours \( (D_{st}) \) between services. When these errors were small, the cost savings between the practitioner’s heuristic and our methods were small. However, when these errors were large, the cost savings were much higher, as our methods were more suited to deal with such errors. We provide more details in the Electronic Companion (EC.14). We also developed two benchmark models to better assess the performance of the model-based solution. These are

<table>
<thead>
<tr>
<th>Service</th>
<th>Daily average cost saving (%)</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardi thoracic</td>
<td>8.59</td>
<td>(6.76, 10.03)</td>
</tr>
<tr>
<td>General</td>
<td>15.02</td>
<td>(12.43, 19.02)</td>
</tr>
<tr>
<td>Neuro</td>
<td>28.88</td>
<td>(21.88, 34.27)</td>
</tr>
<tr>
<td>Pediatric</td>
<td>18.98</td>
<td>(15.76, 21.4)</td>
</tr>
<tr>
<td>Average</td>
<td>16.49</td>
<td>(14.87, 19.03)</td>
</tr>
</tbody>
</table>
summarized in the Electronic Companion (EC.15). The first benchmark model considers only explicit costs and constraints to ensure that the number of on-call positions is lower than historical averages and the call-in rate is higher than historical averages. The second benchmark model also considers only explicit costs and a cost for schedule variability. As shown in Table 4, the costs of the model-based solution significantly improved upon both these models reaffirming the value of our approach.

To better understand the reasons for this improvement, we compared the model-based solution with the benchmark models and the staff planner’s plan in more detail. We summarize the results in Table 5 and show that the model-based solution has the lowest average daily overtime and idle time. This is because the algorithm employed to solve the MSPP optimally chooses \( x_{st} \) and \( y_{st} \) to minimize total expected costs. More specifically, since regular staffing has lower costs than on-call staffing, the model-based solution and the benchmark solutions have higher regular staff \( (x_{st}) \) and lower on-call staff \( (y_{st}) \) than current practice. This is also shown on Table 5. Also, observe from this table that, on average, the model-based solution uses more anesthesiologists from the on-call consideration list. While this allows for greater flexibility to react to the uncertainty in the booked time \( (B_{st}) \), there are costs to having more flexibility. However, the model-based solution still manages to reduce overall costs because it creates an on-call consideration list for fewer days.

Additionally, we assessed the impact of the solutions provided by current practice, the better performing second benchmark model, and the model based heuristic on the anesthesiologist population at an individual level. To do so, we computed \( p_i \), the average fraction of time an anesthesiologist is called in after being on the on-call list using the algorithm described in the Electronic Companion (EC.16). We summarize the results in Table 6. We then calculated \( C(p) \), the coefficient of variation of \( p_i \) across all the \( i \) anesthesiologists. This will represent a measure variability in outcomes (for example, the variability in call/no-call) across the anesthesiologist population. We shows these results in Table 7. These tables show that the performance of the model-based solution is very comparable to the benchmark model in terms of variability in the fraction of time called, and both of them outperform current practice, providing a more stable and less variable schedule at the individual level. This is important to verify before the implementation of any model-based aggregate staffing plan.

We also analyzed the solution of the model-based heuristic by service the percentage of days when there were no on-call consideration lists and when physicians were not called. These results are summarized in the Electronic Companion (EC.17). The results here show services that have the least reduction in the coefficient of variation when we update the demand distribution of used anesthesia hours will get the least benefit from using an on-call staffing plan. Thus, it will be beneficial to staff these services using regular shifts.

### Table 4: Breakdown of Cost Improvement for Current Practice, Benchmark Models, and Model-based Heuristic

<table>
<thead>
<tr>
<th>Metric</th>
<th>Current practice</th>
<th>Benchmark Model 1</th>
<th>Benchmark Model 2</th>
<th>Model based solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average cost of overtime</td>
<td>12,197</td>
<td>14,984</td>
<td>13,833</td>
<td>9257</td>
</tr>
<tr>
<td>Average cost of calling anesthesiologists</td>
<td>2770</td>
<td>586</td>
<td>973</td>
<td>3220</td>
</tr>
<tr>
<td>Average explicit costs</td>
<td>14,967</td>
<td>15,570</td>
<td>14,806</td>
<td>12,477</td>
</tr>
<tr>
<td>Average cost of not calling anesthesiologists</td>
<td>6716</td>
<td>486</td>
<td>671</td>
<td>4385</td>
</tr>
<tr>
<td>Average idle costs</td>
<td>8204</td>
<td>12,854</td>
<td>12,381</td>
<td>6919</td>
</tr>
<tr>
<td>Average implicit cost</td>
<td>14,920</td>
<td>13,340</td>
<td>13,052</td>
<td>11,304</td>
</tr>
<tr>
<td>Total average cost</td>
<td>29,886</td>
<td>28,910</td>
<td>28,381</td>
<td>23,781</td>
</tr>
<tr>
<td>Average annual total cost</td>
<td>10,639,558</td>
<td>10,291,960</td>
<td>9,917,448</td>
<td>8,466,000</td>
</tr>
<tr>
<td>% daily average cost savings from current practice</td>
<td>—</td>
<td>2.61%</td>
<td>5.48%</td>
<td>16.49%</td>
</tr>
</tbody>
</table>

### Table 5: Comparison of Staffing Plan of Current Practice, Benchmark Models, and the Model-Based Heuristic

<table>
<thead>
<tr>
<th>Metric</th>
<th>Current practice</th>
<th>Benchmark Model 1</th>
<th>Benchmark Model 2</th>
<th>Model based solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average daily overtime (hours)</td>
<td>67.76</td>
<td>83.24</td>
<td>76.85</td>
<td>51.43</td>
</tr>
<tr>
<td>Average daily idle time (hours)</td>
<td>29.3</td>
<td>30.48</td>
<td>29.35</td>
<td>24.71</td>
</tr>
<tr>
<td>Average number of anesthesiologists on regular duty</td>
<td>17.48</td>
<td>20.85</td>
<td>18.79</td>
<td>18.46</td>
</tr>
<tr>
<td>Average number of anesthesiologists on on-call consideration list</td>
<td>6.89</td>
<td>1.04</td>
<td>1.77</td>
<td>5.91</td>
</tr>
<tr>
<td>Average number of anesthesiologists called</td>
<td>2.77</td>
<td>0.586</td>
<td>0.973</td>
<td>3.22</td>
</tr>
<tr>
<td>Average number of anesthesiologists not called</td>
<td>4.12</td>
<td>0.299</td>
<td>0.671</td>
<td>2.69</td>
</tr>
<tr>
<td>Percentage of days with no on-call consideration list</td>
<td>31.35</td>
<td>7.85</td>
<td>4.86</td>
<td>56.22</td>
</tr>
</tbody>
</table>
Finally, for this model to be accepted by the anesthesiologists, it is important it captures the implicit costs considered by the staff planner, and these costs have to be consistent with past practice. Our maximum likelihood procedure estimates these costs from the past decisions of the staff planner. This provides reassurance to the anesthesiologists that we have not only captured implicit costs but have estimated their value based on past decisions that were acceptable to them. In addition, the optimization approach more precisely balances the implicit and explicit costs, which leads to lower total costs. As noted above, compared to past practice, our model reduces total costs on average by 16.49%. Here, the reduction in explicit cost was 11.19%. In addition, the reduction in implicit cost was 35.12%, which was greater than the percentage reduction in total costs. Thus, the model-based solution should be at least as acceptable as the solution provided by the staff planner.

### 5.3. Impact of Changes in Cost
Anesthesiologists are among the most expensive labor categories in the United States, and the mean annual wage has undergone an increase of 14% between 2016 and 2017 (Bureau of Labor Statistics 2018). Increases in salaries imply a proportional increase in on-call (c_q) and overtime payments (c_o). Our model-based solution allows us to evaluate the impact of these cost increases. In Figure 1, we plot the impact of the change in on-call and overtime costs. From this figure, as expected, we can see that the total cost increases with the on-call and overtime costs. However, we can also observe that on a percentage basis, the overall cost is more sensitive to changes in the overtime cost than the on-call cost. This is because overtime costs are incurred on more days than on-call costs. Thus, a percentage change in overtime cost leads to a greater relative change in the overall cost. We also observed how the solution changed when we ran the model for lower values of c_q shown in Figure 1. Here we found that with decreasing c_q, the optimal solution decreases the number of anesthesiologists on regular duty (x_{st}) while increasing the number of anesthesiologists on the on-call consideration list (y_{st}) and the number of anesthesiologists actually called (z_{st}). We also found that the rate of increase in z_{st} was higher than the rate of increase in y_{st}. Conversely, when we ran the model for higher values of c_q, x_{st} increased, while y_{st} and z_{st} decreased. Detailed results are provided in the Electronic Companion (EC.18).

We also considered the impact of changes in c_q, the cost of not calling an anesthesiologist from the on-call list on overall costs. These results are also presented in Figure 1 and show that overall costs are least sensitive to these costs. This is because for these costs to incur, an on-call list needs to be generated. As indicated in Table 4, this does not happen on 56% of the days. Even when this list is generated, one needs to exceed a threshold r of anesthesiologists not-called from the on-call list before these costs are accrued.

We also performed additional analysis to understand the impact of cross-training anesthesiologists, changing the variability of booked time (B_{st}), and changing the number of available anesthesiologist by service (n_{st}). We describe these in detail in sections EC.19, EC.20, and EC.21 in the Electronic Companion.

### 6. Conclusions
In this study, we consider the anesthesiologist staffing problem typically found in large multi-specialty...
hospitals with no limit on the supply of anesthesiologists. Furthermore, these anesthesiologists are willing to be available on-call and paid only if needed, learning the previous day. In this problem, the planner makes monthly and daily staffing decisions about the number of anesthesiologists across each service to minimize overall costs. We model the staff planning problem as a two-stage integer stochastic dynamic program, provide its structural properties, and use this to develop a sample average approximation-based algorithm to solve this problem.

While some of the cost components of this model are explicitly known, other cost components are implicit. We assume that the staff planner is aware of the trade-offs between explicit and implicit costs but is not a perfect optimizer and makes errors in decisions. To capture this, we develop a decision model of a bounded rational staff planner. Using this decision model and available historical data of decisions taken by the staff planner, we estimate the implicit costs. This leads to a fully specified model of staff planning. We then compare the costs of the model-based solution with the costs resulting from the historical decisions of the staff planner. Based on this analysis, we find that our approach can potentially save around 16% in costs, which translates to a total of about $2.17 million on an annual basis in explicit and implicit costs.

In addition, the estimated costs and the optimization model have generated several managerial insights. First, the cost of not calling an anesthesiologist on the call list is significantly more expensive than actually calling the anesthesiologist. This implies that staff planners need to effectively incorporate these costs when constructing on-call lists. Second, the costs of idle time are substantially higher than the costs of overtime. Thus, it is important for staff planners to consider this aspect when determining how many anesthesiologists they need to call from regular duty. Together, the first two insights suggest that it is important to have a data-based understanding of implicit costs in order to make effective staff planning decisions. Third, average daily idle time and overtime costs can be reduced by ensuring that the optimal number of total anesthesiologists are available on the day of the surgery. Furthermore, it may be efficient to have more anesthesiologists on the on-call consideration list, as long as the days requiring an on-call list are chosen carefully. The model-based approach outperforms the current practice as it makes these decisions more effectively. Fourth, our analysis summarized in the Electronic Companion (EC.20) showed that a small reduction in demand variability could considerably reduce costs. Such variance reduction could be achieved by earlier and more timely sharing of demand information between other hospital departments and operating services. Fifth, we show in the Electronic Companion (EC.21) that the marginal benefits of hiring across specialties are notably different. A good understanding of these differences using a data-driven analytical model can reduce overall staffing costs.

Our study has the following limitations. First, it is possible that there is some unobserved heterogeneity across individual anesthesiologists, depending on seniority or other factors. Some anesthesiologists may bear a higher cost of not getting called or have costlier idle time. While it is possible to incorporate this heterogeneity and estimate the different costs across the individual anesthesiologists, we were restricted by our lack of data availability at the individual anesthesiologist level. Second, in the current staffing plan, schedulers adjust the monthly plan only once, and they do this the day before the surgery. However, it may be possible to update the staff planning when each elective procedure is booked. This has been suggested by Tiwari et al. (2014) and Xie and Zenios (2015). In such a dynamic schedule updating framework, there will also be implicit costs. Our procedure can potentially be extended to evaluate these implicit costs. However, we could not perform this analysis because the UCLA RRMC only recorded the booking data when it was finalized, the day before the procedures. Third, this work does not consider the next stage that determines the work schedules for each individual anesthesiologist either for a week or month and deciding which particular anesthesiologist will be scheduled to work on regular duty or placed on the on-call list. This could necessitate changes in the aggregate schedule provided by the model. In such situations, the model solution could overestimate the true cost savings. Finally, our analysis on the impact of hiring anesthesiologists by service is restricted to the costs considered in the model. However, there could be additional costs of hiring anesthesiologists, such as recruitment costs, bonuses, and on-boarding costs. Furthermore, the decision to hire anesthesiologists specialized in certain services would depend on the hospital’s longer-term strategy of attracting demand for certain kinds of procedures or hiring faculty physicians of certain services to meet teaching requirements at the medical school. Since we did not have information on these aspects and the additional costs, we were unable to conduct a more comprehensive and longer-term analysis to determine the right sizing of the anesthesiology staff by service.

This study opens up several opportunities for future research. First, we could extend this framework to other industries outside of healthcare. While this study adds to the evidence that idle time is considered more expensive in the healthcare context, it is not obvious whether that is true for other industries like retail, call centers, and airlines that have
over time, on-call, and idle-time costs. Second, as described above, we can extend our framework to the context of dynamic staff planning, where staff planning has more than two stages. However, this will require significant modifications to the model and solution procedure.

In conclusion, we believe that the methods presented in this study provide an effective way to estimate implicit costs and to conduct optimized staff planning.
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