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Industrial Structure
and the Comparative Behavior of
International Stock Market Indices

RICHARD ROLL’

ABSTRACT

Stock Price Indices are compared across cauntries in an attempt to explain why
they exhibit such disparate behavior. Three separate explanatory influences are
empirically documented. First, part of the behavior can be attributed to a technical
aspect of index construction; some indices are motre diversified than others. Second,
each country’s industrial structure playas a major role in explaining stock price
behavior. Third, for the majority of countries, & portion of pational equity index
behavior ¢an be ascribed to exchange rate hehaviar. Exchange rates explain a
significant portion of comman currency denominated national index returns, al-
though the amount explained by exchange rates is less than the amount explained
by industrial structure for most countries.

Tue CoMPARATIVE BEHAVIOR oF equity indices from major international mar-
kets is attracting increasing attention, yet puzzling features exist. (1) Volatil-
ity is systematically higher in some national equity markets than in others.
(2) The intercorrelation among markets is surprisingly low® given global
finanecial integration. (3) Macroeconomic variables explain only a modest
amount of the observed movements in equity prices.? Each of these empirical
facts awaits an explanation.

The evidence offered in this paper provides at least a partial resolution of
these puzzles. Three separate causative influences are uncovered. First,

*Allstate Professor of Finance, University of California, Los Angeles, Anderson Graduate
Sechoal of Management, Los Angeles, CA 90024, Many thanks ta Duke Bristow, Eugene Fama,
Mark Grinblatt, Ivan P'ng, Walter Torous, Andrew Turner, Bill Ziemba, and especially to
Armen Alchian and René Stulz for comments and constructive advice and to participants in
workshops at Georgetown University, the Mid-America Institute for Public Policy Research,
Notre Dame University, the University of Pennsylvania, the University of California, Los
Angeles, and the Universidad de Chile for helpful suggestions.

'A number of authors have documented the low degree of intermarket correlation of price
changes. See, for instance, Dwyer and Hafer (1988).

2Asprem (1989), for instance, finds significant but small explanatory power in ten European
countries from such macroeconomic variahles as employment, imports, and interest rates. Much
moare of the variahility in equity returns is “explained” hy a broad market index. constructed
from returns averaged acrass all countries.
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equity index behavior is partly attributable simply to the technical proce-
dures of index construction. Some market indexes have a small number of
stocks (less than thirty) while others have a large number. Some national
markets are industrially concentrated while others are very diversified.
These diversification elements explain part of the observed intermarket
differences in price index (not individual stock) behavior.

Second, nations vary in their industrial composition and have industries
that are inherently more or less volatile, We can think of the index from a
country as analogous to a managed portfolio with particular industry sector
“bets.” Even a large portfolio can be influenced by disproportionate invest-
ments in certain industries,

Third, exchange rates play a significant role. With returns expressed in a
nation’s own (local) currency, part of a stock index' return wvolatility is
induced by monetary phenomena such as changes in anticipated and actual
local inflation rates. However, converting local currency returns into com-
mon currency returns (e.g., the U.S. dollar) does not entirely eliminate the
exchange rate’s influence. This suggests that exchange rates themselves are
not entirely driven by monetary phenomena. A real aspect of exchange rate
behavior explains part of the observed equity price movements. We shall see
that there are substantial cross-country differences in the relative impor-
tance of the real and monetary components of exchange rate behavior.

Existing literature on this topic is sparse. Ouly a few papers in the large
literature on international diversification have attempted to answer why
equity market volatility differs so substantially across countries. Grinold,
Rudd, and Stefek (1989) is the closest paper 1 could find to this one. They
investigated the decomposition of local currency-denominated individual
stock returns into a local market factor return, an industry return, and
certain “common” factor returns based on company attributes such as size,
vield, and “success.’” Using a cross-sectional (interfirm) model, they find that
both industry and country explain part of the typical stock’s return behavior.
The results of this paper are consistent with their findings. However, the
emphasis is this paper is on explaining the broad differences among country
returns in the aggregate; e.g., why South Africa is more volatile than
Canada or why the Netherlands responds more than Belgium to energy
shocks.

Two earlier papers by Lessard (1974, 1976) found significance of an indus-
try factor on the proportion of an individual stock’s return that was unex-
plained by a world market factor. To the extent that countries differ in their
industrial composition, an implication of Lessard’s results is that industry
plays a role in explaining national market volatility, although he did not
attempt to document the empirical magnitude of this role.

The remainder of the paper is separated into six sections. Section I de-
scribes the data, daily stock index returns from 24 countries for three
complete calendar years. Section II presents evidence about the effects on
stock index behavior of two influences: (1) the number of firms included in
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the index and (2) their industrial diversification. Section III desacribes and
implements a method for constructing global industry indexes. Section IV
uses global industry indexes along with exchange rates to explain the time-
series behavior of each national market's daily return. Section V investigates
the pattern of correlations across couniries and investigates whether the
pattern can be attributed to the industrial compositions of the country
indexes. Section VI presents a summary and a conclusion.

I. The Data Sample

The basic data are equity price indexes for 24 countries: they are published
daily in the London Financial Times as the “FT Actuaries/Goldman Sachs
International Indexes.”? Index levels are available for a relatively extended
period for most countries and have been used elsewhere to investigate other
topics concerning international equities.*

Identity of the constituent stocks within each country’s index and of the
industry for each constituent stock are avatlable to this author beginning at
the end of March 1988. Most of the analysis below was done with data
updated through March 1991. Thus, the sample period of the paper iz April
1988 through March 1991, inclusive, a total of three years of daily observa-
tions.

This was a relatively volatile time for equity markets. The sample period
does not include the Crash of October 1987, but it does include the strong bull
markets since then, especially during the early part of 1989, and it also
includes the U.8. “minicrash” of October 1989, the large Japanese market
decline of early 1990, and approximately eight months of the Kuwait Inva-
gion /Desert Storm period (since August 2, 1890).

The sample period was short because the data were not available over a
longer period. However, the nature of the analysis makes this acceptable
because one would not expect the international industrial structure to re-
main constant over a very long time. Countries whose industries are faring
poorly will eventually gravitate to other industrial activities. Thus, since
there is no a priori reason to anticipate stationarity, there is no scientific
imperative to collect data over a longer time.

H. Stock Index Volatility and Index Concentration

A comparison of countries during the sample period is provided in Table 1.
Among other things, it shows annualized means and standard deviations of

3These indexes are value-weighted averages of the more liquid stocks in each national market.
*For instance, see Roll (1989).
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Tahile I

National Stock Market Indexes (April 1988-March 1991)
Deacriptive statistics for the FT Actuaries/Goldman Sachs National Equity Market indexes.
Daily observations for three full calendar years, April 1988-March 1991 inclusive. The number
of stocks and the Herfindahl Concentration Index are averaged over the 36 sample manths. The
Herfindahl Index would be 100 if every stock in the local market were in the same three-digit
industry; its minimum value is 1/97 since there are 97 different industries in the database. The
number of daily returns differs across cauntries hecause of holidays. Dollar-denaminated returns
are obtained for each day by adjusting local-currency price indexes for the local-currency /dollar
exchange rate.

Dollar-Denominated Index Returns (%)

Number Standard Average Herfindahl

af Daily Deviation Minimum Maximum Number Cancentration

Returns Mean (Annualized)* {in one day} of Stocks Index
Australia 754 5,88 18.51 —-8.73 4.68 A4 11.63
Austria 748 23.97 22.83 -6.85 7.82 18 21.25
Belgium 740 (.23 15.16 ~3.78 7.48 62 13.15
Canada 756 4.20 9.97 -3.26 3.08 122 5171
Denmark 765 24,78 16.12 —-4.15 7.36 36 14.56
Finland 780 -0.00 16.46 —4.95 4.94 25 22.80
France 757 18.67 18.22 -5.08 4.05 125 4.60
Germany 758 12.19 22.11 ~11.91 7.48 96 16.06
Hong Kong 744 15.37 24.85 —23.21 8.96 47 15.18
Ireland 768 11.55 21.38 -8.12 a11 17 19 .54
Ttaly 758 1.15 18.55 -5.18 7.65 97 14.3%
Japan 749 ~0.14 23.53 ~8.19 10.76 455 6.67
Malaysia 748 24.58 18.99 - 10.46 6.31 36 8.38
Mexico a3 52.42 24 35 -7.14 7.34 13 29.22
Netherlands 785 7.83 14.41 -5.35 4 48 41 20.56
New Zealand 7681 —17.93 21.85 -9.21 7.59 20 26.87
Norway 754 15.67 20.95 —-9.76 5.09 25 23.06
Singapore 749 18.95 18.97 ~8.61 6.08 26 20.25
South Africa 731 18.75 30.29 -11.95 9.29 a0 25,59
Spain 754 4.17 18 .87 -5.36 9,73 42 21.94
Sweden 754 17.08 19.95 —6.68 8.16 34 10.28
Switzerland 752 5.66 19.45 - 8.61 6.90 61 16.25
United

Kingdom 758 £.62 16.30 —4.36 5.24 310 3.75
United
States 743 12.27 14 .87 -6.01 3.67 553 3.24

Crass-Country
Mean 749 11.54 19.42 ~7.79 6.93 160.2 15.437

*Annualization invelves: for Means, Average Daily Return x N/3; far Standard Deviations,
Daily Standard Deviation x [N ,"3]”2 where N is the number of daily returns available in the
three-year period.
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dollar-denominated daily returns® computed over the available daily observa-
tions from April 1988 through March 1991 inclusive. There were 770 calen-
dar dates during this sample period that were trading days in at least some
countries, but due to holidays the maximum number of ohservations for a
given country was 758 (for Germany, Ireland, Italy, and the United King-
dom), The minimum was 691 (for Mexico).

Multiple day returns (for holidays and weekends) were included in calcu-
lating the means and volatilities of Table I. There is no essential difference
in the results if such multiple day returns are excluded; the basic picture
remains the same and the relative rankings of country volatilities are
identical. Later, a Monday dummy variable will be included in the time
series model to account for any potential difference in the average return
during the weekend (which is included along with Monday’s trading petriod in
Monday's “daily” return.)

Large differences in volatilities of country index returns exist during the
sample period. Canada had the lowest volatility, 9.97% standard deviation of
dollar-denominated annualized rate of return, while South Africa had the
highest, 30.3%, more than three times greater than Canada’s. Mexico and
Hong Kong are well known high volatility countries (annualized standard
deviation above 24%). The Netherlands and the United States had lower
volatilities (annualized standard deviation below 15%).6

In attempting to explain why volatilities differ so much among the coun-
tries, suspicion falls first on the compositions of the various indexes, for there

5The returns are actually daily index relatives; i.e., if P, is the local currency level of the
price index in country j at the close of trading on day ¢, a “dollar-denominated daily return” is

R, =[P X(8/i} /| Ppoor X (/7)) - L,

where X($//}, is the spot exchange rate {dollars per local currency) on day i. Dividends are not
included in these indexes, hut the virtual constancy of dividend yields, which are available,
indicates that none of the results would be changed hy their inclusion.

From the availahle daily returns from a given cauntry, the standard deviation was computed
aver the entire sample period. Annualization of the daily standard deviation, S, to a percent per
annum standard deviation, 5, involves the approximation:

s, = 100{[ NS3]"},

where N is the total number of trading days in the sample (for the country) over a three-year
calendar period. Note that an annualized standard deviation computed in this manner is nat
necessarily an unhiased estimate of annual volatility because, as shall be documented later in
the paper, far some countries there is minor but significant serial dependence in returns, due
perhaps to nonsynchronous trading.

8The extreme ohservations during the sample are also interesting as a gauge of market
volatility. The single largest one-day returns, hoth positive and negative, are presented in Table
I for each country. Acrass the 24 countries, the average of the largest positive single-day returns
during the three sample years was 6.93% and the largest single-day return for any cauntry was
10.8% (Japan). The average of the largest negative single-day returns was —7.79%, and the
largest negative single-day return for a given country was —23.2% (Hong Kang). Nineteen of
the 24 countries had single-day negative returns algebraically less than —5%, and 19 of the 24
had single-day positive returns in excess of +5%.
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are wide disparities in the number of individual stocks included in each one.
See the penultimate column of Table I. The FT Actuaries/Goldman Sachs
indices are widely followed, but they generally include only the larger and
more liquid individuals stocks. Thus, smaller markets simply have fewer
constituent securities in their indices. Austria’s, for instance, has only ahout
eighteen and Mexico's only thirteen.” Finland, Ireland, New Zealand, Nor-
way, and Singapore all have fewer than thirty. At the other extreme are
countries such as the United States and Japan, with 553 and 455 stocks,
respectively. Other countries with at least 100 stocks are Canada, France,
and the United Kingdom. Germany and Italy have almost 100.

To ascertain whether the observed volatility of national market indexes
could be due to the technical aspects of the index construction, a set of
cross-country regressions were fit in the following form:

log (S} = by + 6,C;,  j=1,--,24 (1)

where C; is a measure of index concentration for country j at the beginning
of the month and S, is the calculated standard deviation of daily returns
during the month. The standard deviation of returns was caleulated using
both local-currency- and dollar-denominated price indexes on each day during
the month. This regression was repeated for each of the 36 months in the
gample,

Several concentration measures were used. The first and the simplest was
the number of individual stocks in the country’s index. The second was a
“Herfindahl” measure of industry concentration within the index.® This
Herfindahl measure is based on three-digit industry codes provided along
with the FT Actuaries/Goldman Sachs database. The three-digit codes and
corresponding industries are listed in the Appendix.

If w,; is the market value proportion of country j’s index represented by
stocks in three-digit industry i, the Herfindahl measure is given hy

2
H;‘ = Ei(wij) -

H; possibly has a slightly different value at the beginning of each month
because the-relative market values of stocks in various industries change
over time.? The last column of Table I presents the average Herfindahl index
for each country (calculated in local currency units).

A third yardstick of concentration is a Herfindahl measure computed with
the weights of individual stocks in the index, as opposed to the aggregate

"On average aver the 36 manths in the sample.

BFor a general discussion of the Herfindahl measure of industry concentration, see Stigler
(1968), chapter 4.

The minimum value of H is 1/n where n is the total number of global indusiries (97). The
maximum value of H is 1.0, which would imply that all firms in the country were concentrated
in the same industry.
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weights of all stocks within a given industry. The formula is identical to that
shown above except that w;; is the weight of stock i in the index of country ;.

Separate regressions like model (1) were calculated each month, with the
dependent variable (volatility) expressed in either dollars or in local currency
units and with three different concentration measures; (1) C; = H,,, the
Herfindahl industry concentration measure for country j's index in month ¢,
(2) C; = HS,,, the Herfindahl concentration measure calculated from individ-
ual stock weights in country j's index in month ¢, and @) C; = N,,, the
number of stocks in country j’s index in month £.'?

The mean value of b, the estimated slope coefficient, averaged over the 36
different regressions (ome for each month in the sample), is presented in
Table IT along with its T-statistic obtained by computing a standard error of
the mean coefficient from the 36 monthly regression estimates. The T-statia-
tic’s validity depends on the monthly regression estimation errors being
independent across time (and normally distributed). If such an assumption

Table I1

Summary for Monthly Cross-Country Regressions of
Within-Month Volatility on Measures of National Stock Market
Index Concentration (April 1988-March 1991)

During each of the 36 sample months, a cross-country_ bivariate regression was calculated
between the standard deviation of returns during the month, the dependent variable, and three
different measures of industry concentration at the end of the previous month. The three
explanatory variables were (1} a Herfindahl measure hased on aggregate industry weightings in
the national equity market index, (2} a Herfindahl measure based on weightings of individual
atocks, and (3) the number of stocks in the index. The firat panel gives the average slope
coefficient over the 36 sample months and an associated T-statistic computed from the standard
deviation of the 36 coefficient estimates. The second panel presents the mean and standard
deviation of the 36 slope coefficient T-statistics obtained from monthly regressiona.

Bollar-Denominated Returna Local Currency Returns
Herfindahl Herfindahl Herfindahl Herfindahl
Concentration Measure Industry Individual Number of Industry Individual Number of
(Explanatory Variahle} Index Stocks Stocks Index Stocks Stockas
Monthly Slope Coefficients
Mean 1.540E-02 8.,767E-03 - 2.547FE-04 9.382F-03 1.412E-02 —2.216E-04
T-Btatistic of Mean 15.02 7.18 —3.06 8.18 8.78 ~-2.9%
Monthly T-Statistics
Mean 1.776 0.817 —-{.524 1.082 1.215 -0.392

Standard Deviation 0.693 0.674 4.914 (.836 0.828 0.805

191 eggard (1976} conducted a related test. He regressed international industry index volatility
cross-industry against the number of individual firms in the industry (he says this explanatory
variable is the number of “shares,” but he must have meant the number of individual firms; see
page 583) and against the propartion of the industry represented hy the dominant country, Only
the second variable was statistically significant.,
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seems acceptable, the results are highly significant and of the correct sign.
More concentrated stock markets, whether concentration is measured either
by Herfindahl indicia or simply by the number of constituent stocks, display
significantly greater volatility.

Table II also presents the time series average of the individual month
regression 7T-statistics for the slope coefficients. The theoretical standard
deviation of the T'statistic from 36 independent observations (with 23 de-
grees of freedom) ig slightly greater than 1.0 and thus the standard error of a
mean T-statistic from 36 independent observations should be slightly greater
than 1/6 = 0.167; thus, each of the average T-statistics is several standard
errars away from zero.*!

The results for the Herfindahl concentration measures are more statisti-
cally significant than the results using the number of stocks as a concentra-
tion measure. This encourages further examination of the possibility that
industry composition can explain part of national equity market behavior.
Although the Herfindahl measure gives an indication that industrial concen-
tration in general is related to national market volatility, a more precise
analysis would be based on which particular industries are represented in
mare than average proportions for a given country.

II1. Constructing International Industry Indexes

Every stock in the database belongs to one of the three-digit industries
listed in the Appendix. To construct an international industry index, one
might simply average the returns of all stocks in each three-digit category,
perhaps weighting by market capitalization. Unfortunately, this method is
not feasible because individual stock returns are not available. Only the
national index returns are provided by FT Actuaries/Goldman Sachs.

But the simple method of constructing indexes need not necessarily be the
most informative. Since each stock is traded in its local currency, an impor-
tant question is how best to combine stocks in the same industry but traded
in different currencies. It would seem natural to convert all returns first to a
common currency and then construct the industry index. Furthermore, there
are 97 different three-digit industries used to categorize companies but surely
there cannot be 97 different sufficiently informeative fundamental industry
factors. Some of these industries are closely related to each other. Mareover,
even attempting to simultaneously comprehend 97 separate influences on
national equity market returns would exhaust the mental agility of most of
us.

This argument for sufficiently informative industry measurements sug-
gests that the industries should be grouped into a relatively small number of
broad categories. The categories employed here are simply the seven major

e actual standard deviations of the T-statistics are given in the last line of Table I, Note
that they are slightly less than 1.0.
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sectors used by FT Actuaries/Goldman Sachs. These are:

. Financial, Insurance, and Real Estate
. Energy

Utilities

. Transportation and Storage

. Consumer Goods and Services

. Capital Goods

. Basic Industries

= RN

The components of each major sector are listed in the Appendix.

At the beginning of each month in the sample period, the market value
proportion of a cauntry’s index represented by each major sector is available.
Let W,; be the proportion of country j’s index represented by major sector i
for a given month. ¥, W,; = 1. Then for each subsequent day ¢ during the
month, we can think of the national index return, R jer 88 being composed of a
weighted average of global industry index returns, (1),

Rj: = Ilzwlj + I23W2j o+ L, Wo, + €t (2)

plus a country-specific disturbance, e;, which is assumed to be unrelated
across countries. The industry returns, I's, should be regarded as global
industry factors and expressed in some common currency (we'll use U.S.
dollars here). Thus, the country’s index return, R ;. must also be expressed in
this numeraire currency.

Obtaining estimates of the seven I's is an indirect process that we accom-
plish in the following way: Estimates of each global industry factor return for
a single day during a sample month can be obtained from a cross-country
Fama/MacBeth (1973) type regression on that day of dollar-denominated

country returns against industry weights. Thus, for day ¢, the regression is
R«f.ﬂ:bltwlj.l- e +b7£W7J'+ej“j:1,"',24, (3)

Knowing the W's and R, (3) is identical in form to (2) and thus the
coefficients (b's) from (3) can be interpreted as estimates of the global
industry index returns (I’s} in (2) on day ¢. Note that (3) is fitted for each day
during a month and that the W’s have the same values on each day during
that month only. At the beginning of the next month, new values of W
hecome available and are used in fitting (3) for the days in that month.

A minor complication in model (3) ig that the industry weights, W, sum to
unity for each country. This implies that the regressors in (8) are mutually
linearly dependent, (perfect multicollinearity). However, this problem can be
resolved easily by the simple expedient of eliminating one of the weights.
Notice that (2) can be written equivalently as

R,=(IL,- L)W+ (I, - L)W,
v (Lo - L)W, + I, + ey,
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since Wo; =1 — W,; — -+« -~ W,;. This implies that a cross-country regres-
sion model with an intercept term of the following form.,

Rj£=b1.tw1_j+ e +66£W6j+b0£+ ej!’ j=1,"'124 (4)

will not have a multicollinearity problem, and an estimate of each daily
global industry factor return can be obtained by adding the corresponding
slope coefficient to the intercept; i.e., using the &’s from model (4), estimates
of daily industry factor returns are simply,

IL.=b,+by, t=1,---,6
and
I’?:zboz-

Some sample statistics for the global industry factor returns derived in this
manner, from a temporal set of cross-country regressions, are given in the
first panel of Table III. Except for the Transportation Industry Index, the
mean returns appear sensible.’> The Finance and Energy sectors had nega-
tive mean daily returns over this period, (April 1988 to March 1991), but this
seems to be consistent with the general malaise among financial institutions
and with declining energy prices before the Kuwait crisis. _

The correlations among the industry indexes also appear in most cases to
conform with a priori intuition. For example, when the energy sector does
well, utilities and transport do poorly; this might have heen anticipated on
the grounds that energy is a major cost of production for utilities and
transportation companies. The Finance sector’s returns are negatively corre-
lated with the Utilities Sector returns; perhaps high interest rates are good
for financial service companies and bad for utilities, who are usually large
debtors. There are a few puzzling correlations in Table III, Panel A. For
example, why should Consumer Goods be negatively correlated with Capital
Goods? Why should Finance and Energy be positively correlated?

In addition to such puzzles, there are some other aspects of the results that
are a bit disquieting. The large Transport mean return (relative to the
returns in- other sectors)’® is disturbing and the pattern of standard devia-
tions is not necessarily concordant with intuition. The Utilities Sector, for
example, has one of the higher volatilities, yet utilities are often considered
otie of the most conservative (i.e., least volatile), sectors in the domestic U.S.
economy.

2Actually, it is not really correct to call the Index numbers “returns” since they are weighted
sums of individual country returns on a given day, but the weights do not necessarily sum to
unity. In matrix notation, the Index “Returns” I are obtained from an equation of the form
I= (W W) 1WR, where R is the vector of country returns and W is the matrix of industey
weights. Thus, [ differs by a multiplicative scale factor from a true financial return to the extent
that the implicit regression weightings (W' W)~ !W" do nat sum ta unity.

*Remember that the actual values are not necessarily meaningful hecause the units of the
Index returns differ from true financial returns hy a scale factor. See footnote 12.
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These things might naturally arouse suspicion about the method used to
construct the indexes. One arguable aspect of the method is that each
country is weighted equally in the ¢ross-country regression (4). Is it possible
that some small country with high volatility happens to have a disproportion-
ate influence on the results because its industry composition is atypical? For
example, perhaps Norway has a very large transport sector relative to most
countries and also a large average return during the sample period. Perhaps
this caused something bizarre to be introduced into the Transport Sector
Index.

To check this possibility, [ re-estimated the Indexes using a weighted
regression version of (4) where the weights of each ohservation (country) on a
given day were the total market capitalization of the country on the close of
trading the previous day. This puts enormous emphasis on Japan and the
United States, which together make up approximately 75% of aggregate
world market value during this particular sample period. Nonetheless, such
a procedure should eliminate the possibility that a small country with an
unusual industrial structure had a spurious influence on the behaviors of the
indexes.

Table III, Panel B, presents sample statistics on these country-capitaliza-
tion-weighted global industry indexes. The average return of the Transport
sector is now small and negative but some of the puzzling correlations have
become worse. For instance, the correlation is almost —0.8 for both the
Finance/Utilities and the Consumer/Capital Goods pairs of sectors. The
pattern of standard deviations across sectors is qualitatively similar but their
absclute values have roughly doubled in size.

There is one other aspect of these two competing sets of industry indexes
that makes me prefer the equally weighted set: the autocorrelation structure
of the capitalization-weighted set displays marginally significant first-order
serial dependence in four cases out of seven {results not shown). The equally
weighted set has only one significant first-order autocorrelation coefficient
out of seven. (Neither set of indexes is troubled with statistically significant
higher order serial dependence.)

For these reasons, the Global Industry Index returns derived from cross-
country regressions weighting every country equally will be used in most
tests to follow.

Finally, a set of global industry factor returns was calculated for each
individual country separately by excluding the subject country from the
cross-sectional regression (4). For instance, if Australia were the subject
country, regression (4) was fitted for each day in the sample period to the
returns from the other 23 countries, equally weighted by country. The
resulting global industry i return on day ¢, I,, depends only on what
happened to firms located outside of Australia. Results using these special
foreign-domiciled industry factors for each country will be presented in the
next section.!*

¥fTable II1 containg results for global industry factors that include all 24 countries.
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IV. Explaining the Time Series Behavior of National Stock
Market Indices
by Industry Structure and Exchange Rates

The item to be explained is the dollar-denominated daily return on a given
country’s national stock market. The explanatory variables are the local
currency /dollar exchange rate’s concurrent relative rate of change, a weekly
seasonal, and concurrent returns in seven broad Global Industry Sectors
derived as described in the previous section and fitted using returns only from
other countries.

The only element that has not already been discussed is the seasonal,
which takes a value of unity if the trading day is a Monday and a value of
zero for other trading days in the week. The purpose of the seasonal is
twofold, First, and most important, the Monday return is always a multiple
day return and thus might have different characteristics than an ordinary
24-hour day; e.g., possibly greater volatility. Second, at least for 1J.S. data
there is a well documented Monday “effect”; returns are significantly less on
Mondays than on other days of the week.*

The basic time series regression model is

Ri=bLy +  +bylg + bg; Dy + by, Z(j /), + ¢, t =1, T (5)

where I, is the Industry Index return for sector i, D, is the Monday
seasonal dummy, Z(;j/$), is the relative change in the exchange rate,'® and T
is the total number of trading days in the time series sample. Note that each
of the I's has a subseript j which indicates that returns from country j are
not used in I’s calculation when R is the dependent variable; i.e., R, is
never regressed on itself, even partly.

To correct for a possible structural autocorrelation problem induced by
asynchronous world market trading, one daily lead and one daily lag of each
variable (except the Monday dummy variable), were introduced into the
regression estimation along with the contemporaneous variable. A priori,
both a lead and -a lag were anticipated to be potentially relevant for the
following reason: the global industry indices are derived from fitting data for
all country returns on a particular calendar day. Thus, whenever news
happens to arrive during the trading hours of one of the more westerly
countries on the earth (i.e., westerly from the international date line in the
mid-Pacific Ocean), it would be partially incorporated into the global indus-
try factor on that calendar day. But it would not be reflected in the returns of
more easterly countries which had already closed trading. Thus, there would
be a lagged effect in regressions involving these more easterly countries; the
industry index would lead the country return. On the next calendar day, the
global industry indexes would again be affected by the original news because
they would then incorporate the returns of these more easterly countries.

15¢f. French (1980).
BThat is, if X(j /8), is the spot exchange rate of currency j per dallar at the close of trading
onday & Z(j/8), =X /B /X{i/M$,_«]1- L
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This would induce a spurious lead effect in regressions involving the global
industry indices and returns from the more westerly countries (whase returns
had already incorporated the news on the previous calendar day.)

In addition to this lead and lag structure induced solely by time zone
differences in trading, the raw return indices for each country are affected by
nonsynchronous trading of individual stocks on the local exchange. It seems
canceivable that the combination of the two effects could even induce depend-
ence beyond a single-day lead and lag. This possibility will be examined with
various diagnostic tests in the sections to follow.

Table IV presents Adjusted R-Squares and F-Tests by country for various
permutations of madel (5). The most general model includes one daily lead
and one daily lag in addition to the “contemporaneous’” values of every
variable except the Monday dummy; the adjusted R-squares for this version
appear in the next-to-last column of the Table. Given that the data are daily,
the explanatory power is reasonably good; the Adjusted R-Square is 0.482 on
average. It exceeds 0.5 for 10 of 24 countries, and it is above 0.3 except in
Hong Kong, Mexico, and the United States.!?

For most countries, the contemporaneous variables are by far the most
relevant; excluding all the leads and lags cuts the average Adjusted R-Square
only slightly, to 0.456. See the rightmost column of Table IV,

A. The Relative Importance of Industry and Exchange Rate

The exchange rate variable is statistically significant for most of the
countries. Is it a more or a less important explanatory variable than the
global industry indices?

Table IV presents F-statistics that measure the statistical significance of
all seven industry coefficients taken as a group, including lead and lag
coefficients, along with F-statistics that measure the statistical significance
of the exchange rate, including its lead and lag. There is not a single country
for which the F-test for no industry relevance has a probability acceptance
level that is other than minuscule; the 0.999 percentile of the F distribution
for industries is approximately 2.27. Every F value exceeds this level by an
order of magnitude.

In contrast, there are several countries with only moderately significant
exchange rate effects: Malaysia and Sweden are not significant and Norway
is significant at only the 5% level. For the exchange rate, the 0.999 per-
centile of the F distribution is approximately 5.5; four countries have lower
F values.

These F-statistics are not very informative about the relative explanatory
power of industry and exchange rate because they are not expressed in
intuitive units. A more natural comparison is to recompute the regressions,
excluding for one set of recomputations the exchange rate and excluding for a
second set the industry index returns, and then to compare the adjusted R?
fram the two sets. Table IV also gives these results.

""The United States ia the only country without the exchange rate change as an explanatory
variable (because it is the numeraire country.)
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In Table IV, the adjusted R? listed under “Industry Factors’ is from model
(5) with 2(j/$) excluded (but the Monday seasonal still included). The
adjusted R? listed under “Exchange Rate” is from model (5) with all the
Industry Indices excluded (and again the Monday seasonal included). In both
cases, the one-day lead and lag values are included. The results generally
support the F-tests just described; industry has a higher adjusted R? in 17 of
23 countries. Over the 23 countries where the exchange rate is a possible
explanatory factor (as the numeraire country, the U.S. is excluded), the
average R-Square is 0.390 for the industry factors alone while it is 0.231 for
the exchange rate alone,

B. The Empirical Significance of Industry in Explaining National Equity
Returns

Table V reports estimated coefficients from the time series regressions (5)
and corresponding T-statistics. Except for the Monday dummy variable, the
T-statistics refer to the sum of three coefficients, lag + contemporaneous +
lead.”® The sum including leads and lags is intended to measure the total
impact of a variable on a country’s return giving account to time zone
differences and nonsynchronous trading. Of course, if either a lead or lag is
not really relevant, the resulting sum is noisier than the contemporaneous
variable alone; but this merely lowers the T-statistic and makes the variable
appear less significant than it really is.

Every country has a positive response to the global Financial industry
sector and all but one (Canada) have T-statistics in excess of 2.0. Very large
T-statistics, such as for Austria, Belgium, and Spain, indicate the importance
of bank stocks in their national indexes. Remember too that the global
finance industry index for each country is computed only from other coun-
tries’ returns. Thus, these results imply a highly significant degree of global
integration in the finance sector.

The T-statistics for the Energy sector are not as large for most countries,
but there are some notable exceptions. Both the Netherlands and Norway, for
example, have extremely significant energy coefficients; again, this accords
with the fact that Dutch petroleum companies and North Sea oil companies
comprise a relatively large fraction of the stock market indexes for these two
countries. Other energy-sensitive countries, with T-statistics of at least + 3.0,
are Canada, France, Germany, Switzerland, the U.K., and the U.S. Hong
Kong and Spain have negative (although insignificant) coefficients. This may
indicate a reliance on imported energy: when oil firms do well, it helps the
stock markets of countries such as the Netherlands and Norway, but it hurts
stock prices in oil importing countries.

Bl e, if b;; is the one-day lag coefficient for industry i and country j, and bﬂ,— and b} are the
corresponding contemporaneous and one-day lead coefficients, respectively, their sum s;; = b+
bg- + b ia computed. The standard error of this sum is computed using the estimated covari-
ance matrix of the regression coefficients and then the T-statistic is camputed as the ratio of the
sum to the standard error of the sum.
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There are significant Utilities sector effects in many countries, with Aus-
tria, Belgium, Denmark, France, Malaysia, the Netherlands, Singapore, and
Spain all exhibiting T statistics greater than 4.0. Nine other countries have
T statistics greater than 2.0. Utilities stocks are traditionally interest-sensi-
tive, so the pervasive nature of the global utilities sector might indicate a
proxy for global interest rates. Otherwise, it would be hard to imagine why
the prices of utilities stocks in other countries have such an impact on
domestic utilities.

As one might have expected, the Transportation sector is quite variable
across countries. Quite a few countries have stock market indexes which are
insensitive to the transportation industry. Countries with highly significant
transportation sectors are not too surprising: they are traditional maritime
nations such as Hong Kong, Malaysia, Norway, and Singapore. Several other
countries are also significant; these include Canada, Finland, and the U.S.

Only two countries in the world, Mexico and South Africa, have insignifi-
cant Consumer Goods coefficients. All other countries have consumer goods
T-statistics in excess of 3.0 and most are much larger. This makes sense in
that most countries produce and consume a lot of different consumer goods
and services. Apparently, the consumer goods sector is well integrated glob-
ally; returns in foreign consumer goods firms are highly significant explana-
tory variables for each local stock market index.

There ia quite a contrast between the Capital Goods sector and the Con-
sumer Goads sector. Although many countries receive a statistically signifi-
cant positive influence from the Capital Goods Index, most T-statistics are
smaller than was the case for the Consumer Goods Index. The largest Capital
Goods Tstatistics, in declining order of magnitude, are for Switzerland,
Sweden, Denmark, the Netherlands, Belgium, Ireland, and France, all greater
than 5.0. Many others, such as Austria, Germany, Italy, Spain, and the U.K.
still indicate strong statistical significance, but are smaller in magnitude.

There are five countries with insignificant Capital Goods influences: Aus-
tralia, Hong Kong, Malaysia, Mexico, and New Zealand. These countries are
indeed characterized by less than the average amount of capital goods
production for a developed country, since their economies are more concen-
trated in Agriculture, Fisheries, Forestry, and Mining.

Fifteen of 24 countries have T-statistics larger than 3.0 for the Basic
sector, which is composed of construction, chemicals, mining and metals,
precious metals and minerals, forestry and paper, and fabricated metals.
Belgium, the Netherlands, Spain, and Switzerland have T-statistics greater
than 6.0. In this group, only Switzerland seems not to belong, but perhaps
the Swiss economy has enough chemicals, construction, and fabricated metals
firms to offset its lack of steel and mining.'® Again Hong Kong has a negative
coefficient perhaps because it imports most basic materials.

For example, La Roche, Ciba-Geigy, Sandoz, and Alusuisse are significant components of
Swigs market capitalization. I am indebted to the editor for this information.
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C. More About Leads and Lags

The average absolute value of the T-statistic for the one-day lagged
variables, over eight possible coefficients and 24 countries,?® was 1.42. The
average absolute value of the T-statistic for the corresponding one-day lead
variables was 1.29. For the contemporaneous coefficient, in contrast, the
average absolute value of the T-statistic was 6.04.

For a given variable, usually four to seven countries displayed T-statistics
greater than 2.0 in absolute value for lead and lag coefficients. These were
not the same countries for every variable. If we count the number of
countries with T'statistics for a given variable greater than 2.0 in ahsolute
value and then average over all variables, the mean number of lagged
- T'atatistica greater than 2.0 was 6.9 (out of 24), the mean number of lead
T-statistics greater than 2,0 was 4.4, and the mean number contemporaneous
T-statistic’s greater than 2.0 was 17.4.

There were certain countries, however, that displayed more consistently
significant lead or lag effects. For the lead coefficients, the two most usually
significant were Canada and the United States (average lead T-statistics of
2.41 and 4.41, respectively, over the seven global industry indices). This
probably can he attributed to time zone location. Along with Mexico, Canada
and the U.S. are the last countries on the planet to trade on a given calendar
day. Any news that appears during their trading hours is likely to affect the
returns of other countries on the subsequent calendar day. Such news would
influence the global industry indices on the same calendar day as the
Canadian, Mexican, and U.3. returns are included, but it would also influ-
ence the industry indices on the next calendar day, when returns from the
other 21 countries are included. Thus, the Canadian, Mexican, or U.S.
returns regressed on the industry indices might have been expected to
display a significant lead effect.

The average T-statistic for the U.S. lead effect ts the largest, lead or lag,
for any country. This may reflect the dominating influence of U.5. news on
the returns of other countries. Interestingly, Mexico's lead coefficients are
not significant on average. This contrast with Canada reflects the fact the
Mexica’s index returns are considerably less correlated with the U.S. index
returns than are Canada’s.

As for lagged coefficients, the most often significant are observed for
Mexico, Hong Kong, Malaysia, and Singapore, with Australia and New
Zealand just behind. Again, except for Mexico, this is probably attributable
to time zone locations.

There is frequently a sensible pattern across the industry factor. In the
case of Australia, for instance, the largest T-statistics for lagged coefficients
are for consumer goods and capital goods, 5.2 and 2.7, respectively. This
probably reflects the importance of news about these industries emanating

XPhere were only seven one-day lag variahles for the United States since the exchange rate
was not included as a regressor.
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from other countries whereas industries such as basic and transportation,
which are more important within Australia, do not display significant lagged
effects.

The Durbin-Watson statistics indicate that there is little reason to include
leads or lags beyond one day. Only one country (Austria) had a Durbin-Wat-
son d-statistic below 1.5 and no country had a d-statistic above 2.3. Austria’s
Durbin-Watson of 1.37 was the only one statistically significant at the 5%
level], and, of course, at least this many could be found “significant” just by
chance out of the 24 different values computed. Thus, the combined influ-
ences of time zone differences and nonsynchronous trading within local
markets seems to be limited to a single day, at least in these regressions.

D. Interpreting the Exchange Rate Coefficient

Since R, is a dollar-denominated return, it is approximately equal to the
lacal currency return on the national market minus the percentage change
in the exchange rate, Z(j/$),.2' Dropping the excess notation, if Ry is the
dollar-denominated return and R, is the local currency-denominated return,
then R; =R, — Z, where Z is the change in the exchange rate (local
currency units per dollar). Suppose R, is decomposed into two components as
follows: R; = ¢,Z + c,r, where the ¢ 's are coefficients and r represents the
real] component of local returns, i.e., the component induced by global com-
petitive market conditions and not influenced solely by local monetary policy
and inflation. Substituting for E; in the formula for dollar-denominated
returns, we obtain Rg = c,r + (¢; — 1)Z. Thus, if » is measured satisfac-
torily by global industry index returns, the coefficient of Z in model (5) will
be determined by the marginal influence of Z on R;.

If the local currency country return were completely explained by global
industry factors, c; would be zero (the exchange rate would have no influence
on local returns), and the coefficient b, of the exchange rate change in
equation () would be —1.0. The equity market behavior of such a country
would be exchange rate neutral; i.e., real equity returns would be determined
entirely by world conditions in various industries and the evolution over time
in the equity index would be dictated by the country’s industrial composition.
Local nrominal equity returns would simply be the real returns induced by
industry structure plus whatever inflation rate happened to be produced hy
lacal and international monetary policies. There would be no perceptible
empirical influence of inflation on loecal real returns.

At the other extreme, imagine a country that maintained a fixed exchange
rate with the numeraire currency, in this case the U.S. dollar. The coefficient
by in (8) would necessarily be zero since there would be no intertemporal

It would be exactly equal if the respective rates were continuously compounded. Daily
discretely compounded returns are employed here, so there is a very amall cross-product term
which has heen omitted in the following discussion.
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variation in Z(j/$).2? Such an exchange rate policy implies that the local
real stock price movements are influenced by a combination of factors: the
industrial structure of the local country, of the numeraire country, and of all
other countries that maintain fixed exchange rates with the numeraire
country. This exchange rate policy is completely non-neutral because it
permits local rominal stock returng to be influenced by other countries’
industrial structures and by their monetary policies and inflation rates.

Perhaps the most interesting case is when the exchange rate coefficient by
in (5) is significantly different from both zero and one. Such a finding implies
that the country's exchange rates are neither entirely fixed nor entirely
neutral. How are we to interpret such a result?

One possibility might be that occasional exogenous changes in exchange
rates has a direct, immediate, and causative influence on local nominal
equity prices; i.e., ¢, is not equal to zero because exchange rate shocks
actually affect stock prices. Suppose, for instance, that labor productivity in
the local economy increased relative to the rest of the world, thereby driving
down the real relative price of locally produced goods. This could induce a
reduction in the real value of the local currency relative to foreign currencies;
i.e., a “real” exchange rate depreciation which would also induce a nominal
exchange rate depreciation, and an increase in Z. But there would also he a
corresponding increase in local equity prices to refiect the more favorable
situation of local firms, to the extent that they would benefit from the
increase in labor productivity. Therefore, an increase in Z would be associ-
ated with an increase in E;, and the coefficient ¢, would be positive.

Another possibility is that a global industry shock, which affects local
index returns through its influence on domestic members of the industry,
induces a subsequent exchange market intervention by monetary authorities
attempting to reverse the equity index movement. To the extent that mone-
tary authorities engage frequently and systematically in such intervention
and to the extent that investors realize this is happening, its impact should
show up in equity prices before the fact. The intervention should be antici-
pated by rational market participants. Thus, there would be a correlation
between local index returns and concurrent changes in the exchange rate
(although the causative influence is reversed and actually flows from the
index return io the exchange rate movement). .

For example, congider a country with a particularly large financial sector.
When there is an unanticipated global decline in the earnings of financial
service companies, the country’s national equity index will indicate a consid-
erable economic slump; and because the financial sector is larger for this
particular country than for most other countries, the balance of trade will
likely tilt toward a deficit.

*2This is a degenerate case econometrically since the estimate of ¢z — 1 from (5) would he zero
even though the true value of ¢ could be something other than 1.0. It is not possible to estimate
the true value of a coefficient if the regreasor has no variation within the sample period.
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The monetary authority might very well respond, quite probably with a
lag, by intervening in the exchange market in an effort to reduce the trade
deficit. But artificially reducing the value of local currency will make lacal
stocks bargains for foreigners.”® Since [lagged] intervention will be antici-
pated by rational traders, it will immediately induce a positive correlation
between local currency returns and changes in exchange rates (as expressed
by the variable Z(j/$) of regression model (5)).%4

Of course, intervention will distort the world relative price of financial
services and could conceivably distort relative prices in «ll industries. The
overall impact on equity returns and exchange rates in both the intervening
country and in other countries is complex hecause it would depend, inter alia,
on the industrial structures of all countries and on their monetary policy
responses,

Empirical results for the exchange rate coefficient are summarized in
Table VI. The coefficient (by) is the sum of the one-day lag, “contempora-
neous,” and one-day leading change in the exchange rate®® (previously
reported in Tahle V). The two T-statistics test the deviation of the coefficient
sum from zero and — 1.0, respectively. Eighteen of 23 countries have ex-
change rate coefficient. sums hetween zero and —1.0. Twenty-one countries
have coefficients that differ significantly from zero (at probability levels of at
least 0.01), and 19 countries have coefficients that differ significantly from
—1.0. There are 15 countries whose coefficient is between zero and —1 and
which differs significantly from both.?8

2AThere is considerable controversy, however, over whether monetary authorities can actually
affect real exchange rates. They may very well attempt to do so, but if they fail (and the market
realizes that they will fail), the intervention explanation would not be valid. The literature on
this subject including the dichotomy between “sterilized” and “nonsterilized” intervention, is
happily beyond the scope of the present study.

4 related and interesting phenomenon is documented by Bailey (1990). He finds that
surprises in the U8, monetary (M1) stock induce responses in equity prices of non-U.S. Pacific
rim countries, and he argues that the results are consistent with equity market participants
anticipating reactions by the Federal Reserve ta offzet the observed surprise. This is very much
in the spirit of the explanation here, that equity market participants anticipate later interven-
tion by monetary authorities and that equity prices move to reflect these anticipations.

% Recall that for each explanatory variahle in model (5) (except the Monday dummy variable),
the regression included a sne-day leading observation and a one-day lagging ohservation, plus
the contemporaneous observation. This was intended to capture the impact of time zone
differences and nonsynchronous trading. Thus, there were actually 25 separate explanatory
variables in the regression: one lag, ane lead, and one contemparaneous variable for each of the
seven industry indexes and for the exchange rate, plus the Monday dummy.

*#Hong Kong and Singapore appear to he anomalies. Actually, Hang Kong is easily explained.
During this period, the Hong Kong dollar was virtually fixed to the U.S. dollar, approximately
7.8 HK$/USS, except for a single day, March 2, 1990. On that day, the Hong Kong dollar
changed from 7.81 to 7.90 per U.S. dollar and it fell back to the same level an the next trading
day, March 5. (At least this iz the figure in my dataset.) Since every other day in the sample had
an exchange rate change of almost zero, there is almast a singularity in the cross-product matrix
of the explanatory variables. The one day in three years with a relatively large change was
entirely responsible for the coefficient not degenerating to plus or minus infinity, rounded to
within the computer's errvor. Singapore’s positive and significant coefficient is much more
puzzling. Ita exchange rate was not fixed during the sample period.



29

Industrial Structure and International Stock Price Behavior

6F'¢ 1901 - 195L°0- uropHury pajus)
£2'89 19°6- FS0F 0 — puBLRzIIMG
g¥'9 gLo- ZHoT 0— uapamy
%8 19'g- 00180 — uredg
7ag £gQT - geIg9'0- BOLYY Yoy
83°9 00§ FOLLO azodedury
65 F 198 £9¥E0— KrmloN
61 SL9- LeLL 0 PUB[EIZ MIN
£8°1T 06'E - BL¥E 0~ SPUBIIIaN
160 992 — 19FL°0— QXA
zL8 €970 #0200 BISARY
89°Z - $6TT - 96871 — uedef
£1°9 L9g- SPLE 0 — &ren
£0°g 69°¢— 625 0— puepaa]
AN L9E— 20809~ Fuoy Juoy
96'9 Sr'g - 91TE 0 - dueurisy)
e 8P — £968°0 - aoueLy
¥s'2 ¥9'9- 968470 - puefutg
159 08'F— 665¥°0 — Hrewua(]
880- gL6— 0F0 T - BpRUE])
88 %2 L— 96950 — wnrdg
£6'C FASF A $863°0 - BLISNY
LT FOTL~ 7999°0 - B([RIISNY
1 — wolyg QI W0y wug Axuno))
WSYGIR0)

WG 10§ SANSIRIS-T

AISIUL TEGT

YIIR -9341 [wdy st poried ejep 9y, ‘0’1 — pUR 0I9Z Y10q UIOI} painseswt ST ueoyiudls 'usriyeod Jv| Lep-auc v pur

‘snosueloduIauod ¥ ‘pus] ABp-5U0 B ‘SIUSWIYII00 S1el IFUBYIXS IIIY] JO WINS SYI JO FIUBIIUDIS Y1 159) 213y SIISNEIS-L

Y[, "I[geiea Awrunp ABPUOR] B pUB ‘S9jel oFUByIxI ‘sioidel A13snpuy [Bqo[f U0 ‘a[qrlira juspuadsp 9yl ‘Sudniod Xapur

A[Tep PIITUIUICUIP-LE[[0P JO SUOISSIIFAL SALIAT UMY UT “IB[[O(]/ Auaaind [gao] ‘afueyd A[1ep ey aSueyaxy jo awesfIuiyg
IPURIJIKTLS JO S15a], pue ey afueqoxy Jo SIUIIIJI0))

LA 2[qeL



30 The Journal of Finance

Thus, the majority of countries exhibit exchange rate behavior which is
neither entirely non-neutral nor entirely neutral. There are a few countries
{Malaysia is an example) which practice a very non-neutral monetary policy
by linking their currency to the U.S. dollar. There are a few others (Canada
is the best example) which seem to have had almost perfectly neutral
policies. For Canada during this sample period, exchange rates had no
measurable influence on local index returns. Perhaps its economy just hap-
pened to be structured industrially so that relative price changes that favored
some of its industries were offset by changes that harmed other industries.

But since most countries have an exchange rate coefficient that is neither
—1.0 nor zero, exchange rate changes were associated with real equity
returns. Either exogeneous changes in exchange rates had a direct influence
on local equity returns, an influence aside and apart from the global impact
of industry events, or else fully anticipated exchange market intervention
followed global shocks at least some of the time.

E. The Weehkly Seasonal

A cross-country comparison of the statistical significance of the Monday
dummy variable can be discerned in Table V. France and the U.K. have
significant negative Monday seasonals (the established result, in a univariate
model, for the U.S. market). The Monday (multivariate) coefficient for the
U.8. was positive but not significant for this data sample. There were a few
countries with significant positive Monday dummies: Australia, Germany,
and Spain.*

If the existing literature is any indication,?® the weekly seasonal remains
an enigma and the present results are no different. There are too many
significant Monday coefficients to be explained by chance but there is not a
conspicuous pattern in their cross-country distribution that might have sug-
gested an explanation.

F. Possible Specification Problems in the Time Series Regressions

Although most of the T-statistics reported above are so large that fine
tuning of statistical inference seems almost beside the point, I nonetheless
checked. for possible econometric problems using diagnostics provided by the
SHAZAM econometrics software.?? As already mentioned above, there were
virtually no autocorrelated residuals, but there was evidence of heteroscedas-
ticity and of nonnormality. Chi-Square tests for heteroscedasticity of the

%7 Japan's and Spain's Monday dummies were significantly positive when country capitaliza-
tion-weighted industry indexes were employed.

22Rath Jaffe and Westerfield (1985) and Ziemba (1990) find that the strongest negative
average return in Japan is on Tuesday, not an Menday as in the U.S. Also, Jaffe, Westerfield,
and Ma (1989) show that the weekly seasonal is surprisingly complex; returns in the U.8. and in
other countries are negative an Monday only after the market has declined during the previous
weelk!

%Gee White, Wong, Whistler, and Haun (1990).
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“ARCH” type indicated a significant problem for 19 of the 24 countries.
The coefficient of excess kurtosis was positive and more than two standard
errors from zero for 23 of the 24 countries! Skewness was considerably less of
a problem: the coefficient of excess skewness was more than two standard
errors from zero in only nine of 24 countries.

Both heteroscedasticity and leptokurtosis can lead to incorrect inferences,
because the estimated standard errors (used as denominators in computing
T-statistics) can be both biased and inconsistent. Actually, the two problems
are likely to be related. Heteroscedasticity involves nonstationarity in the
variance of the disturbances of the regression model. Leptokurtotic non-nor-
mality (often observed with stock returns) can be induced if the data have
been generated hy mixtures of normal distributions where the elements of
the mixture have differing variances.

In an attempt to seclve both problems simultanecusly, every time series
madel was re-estimated using a “GARCH (1, 1)” process to model nonstation-
arity in the disturbance variance.?! Twenty-two of 24 countries display a
significant GARCH “alpha” parameter which measures the impact of imme-
diate past squared regression disturbances on the variance of current regres-
sion disturbances. This is the simplest form of intertemporal heteroscedastic-
ity and is equivalent to an ARCH process with a single lag. Additionally, 17
countries had a significant GARCH “beta’ parameter which measures the
impact of the past estimated disturbance variance on the current disturbance
variance.

However, the GARCH results for coefficients, T-statistics, and explanatory
power (adjusted R-Squares) were very similar to those obtained with ordi-
nary least squares (OLS) and already reported in detail. The pattern of
T-statistics across countries is virtually identical. Across the 24 countries,
the average adjusted R-Square for the GARCH (1, 1) version of model (5),
including leads and lags, is 0.468. With simple OLS, the corresponding
average was 0.482.%2

In conclusion, although there were definite indications of both het-
eroscedasticity and nonnormality, correcting these problems by using the
more general GARCH specification did not change the basic inference: global
industry influences and exchange rates explain a large proportion of the
daily movements in national stock price indexes.

V. The International Pattern of Return Correlations
and the Influence of Industry Composition

Much has heen written about the correlations of returns across countries.
Correlation coefficients among countries are generally quite modest in

30The problem was “significant” if the Chi-Square test statistic exceeded two standard errors
{under the null hypothesis of homoscedasticity).

81gee Bollerslev (1988).

32My save space, the GARCH results will not be printed here but they are available from the
author.
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magnitude except between countries whose economies are very closely linked.
For our sample period, the top panel of Table VII presents correlation
coefficients computed from daily, dollar-denominated returns; i.e., from the
same data used previously in the time series regressions.

The table confirms once again that intercountry correlations are
surprisingly small, Only 50 of the 276 coefficients are above 0.5 and
these are mainly among the western European countries and other regional
trading partners: Australia/New Zealand, Canada/United States, and
Malaysia/Singapore.

One possible reason for the low correlations among other countries would
be time zone differences. Unexpected events during the trading day in the
U.3., for example, could not possibly be reflected in far eastern markets until
the next calendar day. Even greater suspicion about this possibility is the
extremely low correlations across the three major time zone areas: Far East,
Europe, and North America. The United States, as an example, has no
correlation above 0.3 with any country in the world except Canada and its
correlation exceeds 0.2 only with a few European countries. A gimilar
remark could be made about Canada, although its correlation does just reach
0.3 with the Netherlands.

To test for the possibility that trading day time differences are reducing
observed correlations,®® a multiple regression of the following form was
calculated with index returns ( R) for each pair of countries, ¢ and j:

Rj‘t = 8o +g1R£,t—1 + gﬁRi,t + gaRi,u-ls

and the square root of the multiple coefficient of determination (adjusted for
degrees of freedom) was taken as an indicator of the total correlation.* The
second panel of Table VII presents the results.

A close examination of these numbers reveals that there is little difference
between the simple correlations of daily returns (in the top panel) and the
multiple regression analogs for countries in the same fime zone such as the
Furopean countries. For example, Germany and Switzerland have the identi-
cal correlation of 0.72 whether or not a daily lead and lag is included in the
calculation.

In contrast, there ia a major improvement in the correlations among
countries in different time zones. For example, the United States still has
about the same correlation with Canada, but it now has 20 coefficients ahove
0.2 with other countries (it had only four using “contemporaneous” daily
returns) and it even has a few above 0.4. Interestingly, the far eastern

%3 Rajley, Stulz, and Yen (1990) and Bailey and Stulz (1990) show that time zone differences
play a significant rale in daily correlation coefficients between Pacific Basin countries and the
U.8. By allowing for lags, they find material inereases in correlation.

1 the adjusted R-square was negative, a value of zero was assigned to the intercountry
correlation. This accurred for only one pair, South Africa and the 11.8.
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countries do not show nearly as impressive an increase in their correlations
with other countries. This may be attributable to the causative influence of
the United States on other countries, an influence which does not seem to he
reciprocated.?®

Is the international pattern of return correlations merely a regional phe-
nomenon ot is it partly ascribable to the industrial structures of countries? In
order to answer this question, portfolio returns were constructed for each
country by weighting the global industry factors with the country’s industry
weights.? Then correlations were computed among the portfolio returns
corresponding to each pair of countries. If industry composition is important
in explaining the global pattern of correlations, there should be a relation
between the correlations computed directly from the actual index returns of
each country and the correlations computed from the country specific indus-
try-weighted portfolios, Correlations for the industry-weighted portfolio re-
turns are shown in the hottom panel of Table VII.

It is clear from a brief examination of the panels in Table VII that the
correlations are generally larger when they are computed from industry-
weighted portfolios rather than from the raw indexes (even after correcting
for possible nonsynchronous daily trading). This is to be expected since
industry factors explain only about 45% of the daily raw index volatility on
average. The unexplained time series volatility serves to reduce measured
correlations among countries.

But the absolute magnitude of the two correlations is of less interest than
the comparative structure of the two correlation matrices. If correlations
computed from raw index returns are related cross-sectionally to correlations
computed from industry-weighted portfolios, we can conclude that a signifi-
cant portion of the international pattern of correlations is due to the indus-
trial struetures of countries. To examine the extent of the similarity in the
correlation matrices, two statistics have been computed for each of the 36
sample months and for the overall sample period. The first is simply the
cross-sectional (Pearson) correlation of the 276 distinct sample correlation
coefficients. The second is their rank correlation.

Table VIII presents a summary of the results, Within each sample month,
two sets of 276 correlation coefficients were computed, one set from the raw
country index returns (dollar-denominated) and a second set from the each
country’s industry-weighted portfolio of global industry factors. Then a cross-
sectional correlation was computed between the two sets of correlations. The
mean of this cross-sectional correlation over the 36 sample months was 0.344
(0.305) using a cross-sectional Pearson (Rank) correlation method. The stand-

%Canada shows significant correlation improvement too, but this might he induced by its
strong link to the U.S.

B (3 W,; is the weight of industry i in eauntry j at the beginning of a month and £, is the
global industry i factar return for day ¢ during the month, the portfolio return for country j on
day ¢ was caleulated as R, = Wy, fi, + - + Wy fy,.
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Industrial Structure and International Stock Price Behavior a7

ard deviation across the 36 months was 0.148 (0.125) (see Table VIII). Under
the assumption that the 36 months are independent, a T-statistic can he
computed as the ratio of mean to standard error;®” these T-statistics indicate
a high level of statistical significance.

Table VIII also reports the mean of the T-statistics obtained within each
month for the cross-sectional correlation. The within-manth T-statistics were
below 2.0 for only one month (December 1988), during the entire sample of
36 months, and they generally exceeded 4.0.

If the 276 correlations are computed from returns over the entire sample,
the cross-sectional correlation of correlation coefficients is 0.49 using the
standard Pearson correlation and 0.45 using the rank correlation method.
The T-statistics are 9.3 and 8.4, respectively. When the raw index return
correlations are calculated taking into account possible leads and lags (as in
the second panel of Table VII), the cross-sectional correlation is just slightly
lower but the statistical significance remains very large.

It therefore seems reasonable to conclude that a significant portion of the
international structure of correlations among country returns can be ascribed
to a very mundane fact: viz., it is induced by the industrial compositions of
the country indexes. Two countries will be more highly correlated if their
industrial makeups are similar. Industry structure is not the only explana-
tion of the international pattern of correlations; regional affiliations seem
also to play a large role, for instance, but industrial composition indeed
seems to be a major explanatory element.

V. Summary and Conclusion

The comparative behavior of national equity markets has been a source of
puzzlement. There are large differences in volatilities across markets, even
after nominal and inflation differences are taken into account by converting
returns into common currency units at prevailing exchange rates. Countries
such ag Canada and the Netherlands have low volatility. Countries such as
Hong Kong and South Africa have high volatilities. This paper suggested a
reason why.

The empirical evidence points to three explanatory influences. First, stock
market indexes vary widely in the number of constituent individual common
stocks and in their diversification. Second, national stock markets reflect the
idiosyncracies of the country’s industrial structure. Some countries are indus-
try specialists and their stock market behavior merely reflects international
perturbations of the industries in question. Third, the stock markets of most,
but not all, countrieg are influenced by exchange rates.

%7If the months are independent, the standard error is simply the standard deviation divided
by the aquare raot of the number of months.



38 The Journal of Finance

Empirical evidence for the technical influence of index construction is that
return volatility is related across countries inversely to the number of stocks
in the index and positively to a “Herfindahl' measure of three-digit industry
concentration within the index.?® This finding is really nothing more than
the “discovery” that an investment portfalio, the country’s index, is more
volatile when it is less well diversified. The novelty here is that inherent
diversification can be empirically relevant when comparing countries.

Empirical evidence for the influence of industrial structure is that global
industry indexes computed strictly from returns in other countries explain a
sizeable part of the variations in a given country’s national stock market. On
average over countries, global industry indices of foreign returns plus ex-
change rates explain almost 50% of the volatility in a country’s dollar-de-
nominated daily stock returns, as measured by an adjusted RZ. Industries
are more important than exchange rates for most countries; alone, they
explaai;L almost 40% of the volatility while exchange rates alone explain ahout
23%.

The pattern of industry importance across countries makes intuitive sense.
The consumer goods sector ig extremely important for almost every country.
The capital goods sector, in contrast, is more important for well known
producers of capital equipment such as Germany. Basic goods, including
mining, are important for such producers as South Africa and marginally
negative for raw materials importers such as Hong Kong. Other sectors,
Energy, Transportation, Utilities, and Finance also have widely differing
impacts on national market returns and cenform to the a priori anticipated
pattern across countries.

For the majority of countries, exchange rates are neither perfectly neutrat
nor entirely non-neutral. Few countries follow a policy of fixed exchange
rates, a perfectly non-neutralized regime that would link local stock prices to
monetary shocks that occur in other countries. But the empirical evidence
reveals also, for the majority of countries, that local currency returns are
negatively correlated with changes in the value of the national currency.
This is consistent with systematic exchange market intervention by mone-
tary authorities in an effort to offset the impact of global shocks on local
industries. Such intervention may occur with a lag, but to the extent it is
anticipated by stock market participants, it can have an immediate effect.

The pattern of return correlations acroess countries has been the subject of
considerable interest and investigation. We have found here that a signifi-
cant part of the international structure of country correlations can be ex-
plained by the industry compositions of the national stock market indices.
Regardless of region, countries with sgimilar industries tend to he more
correlated than countries with dissimilar industries.

3 The Herfindahl measure turns out to be more sensitive than the number of stocks.
*Phege adjusted R-Squares are not additive, of course, since exchange rates are correlated
with foreign industry indices.
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Appendix: FT Actuaries /Goldman Sachs International
Equity Indexes ; Industry Codes by Industrial Sectors

Financial, Insurance & Real Estate Sector

(Finanee)*?
112: Commercial Banks & Other Banka
121: Financial Institutiana
122: Financial Services
181: Investment Trusts
131: Investment Companies
141: Insurance—Life
142: Insurance— Agents & Brokers
151: Insurance —Multilifie
152; Insurance—Property & Casualty
181: Real Estate
171: Diversified Holding Companies

Energy Sector
{Energy)}
212: Qil—Internationals
213: (il—Crude Producers
214: Petroleum Praducta & Refineries
201: Non-0il Energy Sources
202: Energy Equipment & Services
Utilities Sectar

(Utilities)
221 Electric Utilities & Water Works Supply
222: Natural Gas Utilities
223: Telephone Companies

Transportation & Storage Sector

(Transport)
301: Air Transport Carriers
302: Freight Forwarders
303: Sea Tranaport
304: Rail & Road Transport
3086: Storage, Warehousing & Supporting Transport

Consumer Goods & Services Sector

(Consumer)
401: Automobiles
402: Household Durables & Appliances
408 Diversified Consumer Goads & Services
411: Apparel
412: Textile Products
413: Footwear
421: Beverages—Brewears
422: Beverages—Distillers
4924 Beverages—Soft Drinks

“*Mnemonics used in the text to designate the seven major industry groupings are given in
parentheses just helow each sector name.
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425: Tobaeeco Manufacturers
431: Health Care
432: Cosmetics
433: Drugs
434: Hospital Supply & Management
451: Faod Processors
462: Food—8ugar & Confectionery
453: Soaps
454: Agriculture & Fishing
4B81: Entertainment & Leisure Time
462: Taya
463: Photography
464: Restaupants & Hotels
471: Printing
479: Publishing
473: Publishing —Newspapers
474: Broadeasting Media
475: Advertising
481 Business Services
482: Computer Software & Servicea
491: Retail —Department Stores
492: Retail —General Merchandise
493: Retail —Gracery Chains
494 Retail—Drug Chains
495: Retail —Miscellaneous & Specialty
511: Wholesale —Durables
512: Whaolesale—Nondurables
Capital Goods Sector
(Capital)
521: Aerospace & Defense
522: Defense Electronics
523: Aireraft Manufacturers
A31: Computers
533: Communications Equipment
534: Office Equipment.
541: Electrical Equipment
551: Electronics
552: Instrumentation & Control Equipment
561: Engineering Services & Pollution Cantrol
HB2: Machine Tools
563: Machinery
AB4: Machinery— Conatruction
565: Machinery —Farm Equipment
h66: Machinery —Industrial & Specialty
571: Auto Parts—Original Equipment
572 Auto Parts—After Market
573: Auto Trucks & Parts
574: Tire & Rubher Gooda
591: Diversified Induatrials
592: Heavy Engineering & Shipbuilding
Basic Industries Sector
(Basic)
611: Building Materials
612: Ceramics



Industrial Structure and International Stock Price Behavior 41

613: Construction
614: Homebuilding
621: Chemicals, Fibers, Paints & Gases
629: Chemicals (Diversified)
624: Fertilizers
631: Mining & Extractive Industries
632: Metal Ore Mining
633: Iron & Steel
634: Nanferrous Metals
641: Precious Metals & Minerals
6851: Farestry Products
652: Paper & Paper Producta
871: Fabricated Metal Products
672: Containers
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