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Disastrous cvents somelimes engeader redeeming social benefits. The international crash
of equity markets in mid-October 1987 s a case in point, for it has provoked many scientilic
papers, both theorctical and empirical, on tmarket volatility, international market links. and
market structure, papers that may have never been written without the crash as a catalvst.
The purpose of the present article is to provide an assessment of some of the mos: ﬁw:mmmm:_
empirical studics und to summarize their implications about possible regulatory reform of
the equity and futures markets. In addition, 1 will present seme new evidence about volatility
and s relation to existing market regulations across countrics. ’

Specifically excluded from my survey of empirical papers will be reports provided by
various “commissions.” Some ol these reports contain [ine empirical work. but they are not
really scientific studics in the sense of having been subjected 10 a thorough review by peers
before publication. Kamphuis, Kormendi, and Watson (1989) provide excerpls that include
the most important empirical resulls from six ditferent commission repotts.'

Bul even without such commission reports. there are plenty of good papers to examinge,
some of which have surprising new conclusions. Their technical sophistication is oflen quite
advanced for the general reader. so one of my goals is w0 summarize their contributions in
nontechnical language,

The October 1987 Crash posed three impontant scientilic questions:

[. What were its causes?

2. Why and how did it propagate ntcrnationaily?

3. Was il related to particufar institutional practices, market : rangements. or regularory
policies? ’

The subsequent three sections of the arucle are devoted respectively (o evidenee about
these three questions.

nbia Univer:
Nune of these inc udls would agree w share the responsibility for the contents of rhe urticle. Research suppaEt
has been provided by the Columbrin Fumires Center.
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1. Empivical papers on the causes of the crash

M.M.h:.w%xﬁm&n.s.:u.ns.aza_;.S,m,mn...u:
The first question has been the most difficult to answer. Just after the crash, journalists and
politicians {those cxperts) aseribed it to a variety of sources ranging from portfolio insurance
to inadequate computer systems. However, empiricists have since found it difficult to
confirm any of these contentions. For instance, though portfolio insurance is a popuiar
culprit in some circles, T was unable to find any evidence that markets where portfolio
insurance was widely used declined o a greater extent than markets where portfolio
insurance was virtnally absent. [n fact, countries with portfolio insurance crashed /ess than
countries without it, (Roll, 1989, tuble 4}.> Bertero and Mayer (1989) confirm this finding.

Another atlegation points to afl uses of stock index futures or other related futures
coniracts, not just portfolie insurance. The argument seems to be that irrational speculators
cause destabilization. However, I could find no evidence that stock markets with related
futures markels crashed any more than stock markets in countries without futures
exchanges. [n a longer term study, Edward (1988a) concludes that the introduction of futures
trading on a particular index, the S&P 500, coincided with a peried of lower, not higher,
volatility, However, a recent paper by Harris (1989) finds evidence that individual stocks
that are included in the S&P 500 index bave higher volatilities than a control group of simitar
stocks. The effect is nol very large. but it appears to be statistically significant and
conecivably could be refated to institutional practice such as index arbitrage or widespread
S&P 500 index fund investing.

There is better supporting cvidence that a particular event in the United States triggered
the worldwide crash. According to Mitchell and Netter (198Y9). the triggering event was the
introduction in the U.S. Congress of a tax bill that would have severcly penalized corporate
takcovers, leveraged buvours, and other similar activities. These authors provide empirical
support in several forms. First, takeover candidates were more severely negatively affected
in the week preceeding October 19. Second, takeover candidates subscquently displayed
price increases when congressional support for the tax bill waned. Third, in the week before
the crash, the U.S. cquity market declined more than a value-weighted average of other
would markets.?

The Mitchelly/Netter explanation of the erash, though indeed intriguing, depends on a
chain of difficult-to-prove propositions. 1f the U.S. tax bill causcd the worldwide crash
(which was much worse in some countrics than in the United States), we must accepl {1)
that heavier taxation of takeovers would cause all stocks to be affecred: (2 that the U.S.
decline on October 14—16 induced an even larger crash on October 19, although tax bill
news had already been fully disseminated earlier: and {3) that a stock price decline in the
United States resulting from a proposed U.S. tax bilf caused af least as large a decline on
average in other countries.

All of these propositions are possible, but are they really plausible? A persuasive
argument can be advanced against each one. Regarding 1he st propesition, why woeuld
even the complete climination of takeovers, not just a marginally higher lax. cause a 20
percent decline in the aggregate market vaiue of af siocks? Takcovers have not often created
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such a dramalic increase in the combined value of two merging firms.* The second
proposition is inconsistent with market efficiency; there was no news aboult the 1ax bill on
October 19. The third proposition seems likely since past increases in U.S. taxes have had
no memorable influence on stock markets in other countries.

A unique explanation of the crash is suggested by Amihod. Mendelson, and Wood (1989),
who argue that invesiors became persuaded that the stock market was less “liquid” than they
had believed previously. Semewhat ingenuously, these authors state that “, .| the main
news which led to the prolonged decline in stock prices was the crash itself” (p. 1). In other
words, the crash proved that the market was illiquid, and this caused a permanent downward
revision in stock values.

This “explanation”™ is patently circular. The crash can’t be explained by the crash!
However, Amihud, Mendelson, and Wood might have an explanation for why stock prices
failed 1o completely recover afier the crash. Given a crash induced by some other influence,
it scems quite possible that inveslors might revise their estimates of market liquidity and
thercfore permanently write down values, even if the original cause of the crash were
reversed.

The absence of an obvious or fully persvasive triggering event has led some to suspect
the existence of a specnlative “bubble” prior to the crash. Miller (1989) surveys many of
the arguments advanced in favor of a bubble but concludes that a fundamentals-based
explanation is just as plausible; possible [undamental causes include a revision in risk
attitudes or a minor trigger that induced a major shilt in expected growth rates. Alseo, there
is suggestive infernational evidence against @ bubble. As Goodhart (1988) notes,

o ni—but not entirely convincing---efforts have been made to identify Stock Exchange bubbles
developing and breaking, simullaneously, in New York, London and Tokyo ... [ would challenge anyone 1o
{ind & bubble also in Frankfurt. and yet the Stock Market there fell in fine wit

he rest in October {p. ).

However, the anti-bubble evidence is not entirely convincing either, at least to many
authors. Fama (1989) says that the most questionable aspect of 1987 was not the crash itseil
but the incredibie market advance during the previous five years. Telser (1989, p. 102)
states, “The most plausible [theory] is that a speculative bubble burst in October 1987.7
Sicgal (1988) presents empirical evidence that fundamental (actors from January through
September of 1987 would not have been plausibie support for such latge price increases as
were observed in the United Stares. I lound a negative relulion between the market increase
betore the crash in different countries and the size of the crash decline (Roll, 1988, figure
9y

Suspicion about 4 bubble hus been abetted by some theoretical developments, particularly
the relatively new literatre on “rational” bubbles.® Prior to recent papers, many financial
economists dismissed bubbles because they seemed inconsistent with rational investor
behavior in a realistic selting” (Tirole, 1982, 1985), and they were theught to be
observationally cquivalent to price episodes driven by fundamentals (Hamilton, and
Whiteman. [983). An outstanding survey of this literature is provided by Camerer (1989).

Some hubbles arc rational from investors™ points of view, although there is usually some
other market inefficicncy. For example. a rational [inite bubbie for finite-lived asscts in a
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market with a finite number of traders is demonstrated by Allen and Gorton (19388). In the
Allen/Gorton model, all funds are managed by two different types of professionals. and only
one type has investment skill. A lubor market inefficiency exists in the sense that investors
can never tell the difference belween worthless and able managers.

An interesting empirical paper in this tradition is by Hardouvelis (1989).% He looks for
rational bubbles in the United States, Japan, and the United Kingdom, and he finds them,
at least to his satisfaction. His argument is that a rational bubble requires an increasing risk
premium as the bubble becomes more advanced,” and he obtains scemingly impressive
empirical evidence that this actually happened in the (approximately) two years ending in
September 1987,

How does Hardouvelils obtain ex ante risk premia in this pericd and then measure their
increase? He Hrst builds & model o predict ex post risk premia™ as functions of varicus
predictor variables such as the price/earnings ratio, the price-to-book-value ratio, lagged
values of the observed risk premium, and various interest rate variables. Using a test period
ending in March 1985, he finds that the pricefearnings ratio and price-to-book-value ratio
explain a surprisingty large fraction of the actual stock return in excess of the short-term
interest rate over the subseguent 12 months. In the Uniled States, the adjusted R® is 36
percent, in the United Kingdom it is 32 percent, and in Japan it is an unbelievable 66 percent!
The explanatory power is only slightly higher with the other variables included as

TEPICSSQrs.

The word unbefievable is appropriate. If one could predict 66 percent of mext vear's
actual return with the current price/earnings ratio and price-to-hook-value ratio, the
accumulation of wealth would be immodest. Of course, next year’s return would be
easier to predict with hindsight, with carmings and book values that are not actuaily
announced to the public until long after the end of the previous vear (lo which they
refer). [ suspect that some of Hardouvelis's seeming predictive power may be attribul-
able to using accounting numbers that were not actually available to the market on the
[orecast date.

Hardouvelis finds that the slope coefficients in his predictive models of ex post risk
premia increase during approximately two veurs belore the October 1987 crash. This is
consistent with a simpic cxplanation; viz.. stock prices increased more than usuai over
those two years. The conclusion that nisk premia actually increased betore the crash
might be regarded as a munificent interpretation of the results.

Although theorists have concocted models that could conceivably explain bubbles, no
one has yet provided completely persuasive evidence that such models have applicab-
ility to the crash event. Nonctheless, a bubble is at least as good an explanation of the
crash as any other explanation that has thus far been advanced. Further empirical
testing for a possibic bubble definitely seems worthwhile.

A poientially measurable characteristic of a bubble is positive serial dependence
among successive price changes during the bubble’s ¢xpansionary period. Santoni
(1987) used this feature to develop 4 test for bubbles in 1924-1929 and in 1982-1987.
He was unable to tind enough evidence of postive serial dependence to conclude that
bubbles actually existed during those episodes.

However, as Hardouvelis (19884, 1989) argues in commenling on Santoni’s results, there
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is 50 much noise in stock returns that serial dependence is often difficult to uncover, Thus,
it might be worthwhile 10 examine more extensive data, stock returns front the major free
market countries, for evidence of positive serial dependence before and after the 1987 crash,
in the hope that more observations will overcome the noise problem. The data and some
new tests are described in the next scction.

1.2, Empirical wests for speculative bubbles in 23 countries before and after the
October 1987 stock marker crash

[n a previous paper Roll (1988), I described and wiilized a duta set consisting of broad stock
market indexes (tom 23 countries. Except for the absence of Korea and Taiwan. they are
the mujor stock markets of the world." Daily price indexes are now available from January
1987 through March 1989 inclusive. Table 1 presents mean daily returns!® and standard
deviations of daily returns for cach of the 23 countries and for three periods around the
Qctober 1987 crash.' Tn the approximately nine months before the crash, most of the
countries exhibited 4 substantial price increase. The simple average of mean returns in all
countries, .1606 percent per day in local currency, can be translated inte about 40 percent
per annum (even without the outlicr of Mexico, the average is about 31 percenl per annum).
Subsequent to the crash, average returns have been considerably smaller. only .065Y pereent
per day or about 16.6 pereeat per annum. OF course, the erash period displays extremely
negative relurns and extremely large volatilities relative to both the pre- and posi-crash
periods.

During a speculative bubhle, the degree of serial depeadence could be highly
nonstationary, swinging up and down and vet still being positive during most of the bubble’s
expansion. Thus, a method robust 1o departures from a stationary dependence structure
would be particularly desirable. Traditional methods for measuring scrial dependence. such
as autocorrclation methods, usually assume statjionarity and. consequently, may have weak
detecting power.

A volatility comparison lest, or variance ratio test, will detect nonstationary serial
dependence. A variance tatio test relies on the propasition that a sum of 1 independent
identically distributed random variahles has a variance T times the variance of a single
random vartable. Any dependence among the variables will make the variance of the sum
either larger or smaller depending on whether the dependence is mostly positive or negalive.
Thus, if we look at multiple day returns {which are sums of daily returns). their volatilities
should reveal the presence of any day-to-day dependence and thereby reveal the traces of
a bubble.

Volatilitics for 23 different countrics over several diffcrent holding inervais and for pre
and post-crash calendar periods constitute a massive sct of numbers. In order to present the
cssential results in u compact form, [ used the following procedure:

First, for cach of the 23 countries, volatilities (variances) were caiculated for daily returns
and lor returns over ponoveriapping 2,3, 5, 10, 15, and 20 trading day holding intervals,
for calendar periods before and after the crash.
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Tuble 1. Daily returns during the pre-crash period, the crash period. and the post-crash peniod by country
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For each country and calendar period, a 7-day holding interval sample variance s;* ¢an

be written approximately as:

2= Ts + T = DRs 2, (0

or,
(s, ¥Ns > = 1+ R(T-1), (@

where s* is the computed one-day holding interval sample variance and R is a particular
average of sample avtocorrelation coctficients of daily returns (averaged over lags running
from I to 7-1).)% Note that K need not be stationary; il 1s merely an average autocorrelation
during the sample calendar period.

Second. for each country and calendar period. regressions were fiv in the [ollowing

form:
(55T)s7 = by + B(T — 1), {T=2.3,5.10,1520}. 3

The coelficient &, should be unity, and the slope coetficient b should be the average sample
serial correlation R.'%

Table 2 gives the cross-country means and standard deviations of the coefficients b, and
b, and t-statistics (from testing b, against 1.0 and b, against (). Also shown are the simple
averages across countries for mean returns and standard deviations of returns, by holding
interval .

Although the mean pre-crash value of &, is small (only .0231), the average statistic for
testing its deviation from zero is substantial. Of the 23 countries, 18 displayed f-siatistics
for b greater than zero {11 were greater than 2.776) using local currency returns, and 15
were greater than zero using dollar-denominated returns. This seems o imply the existence
of small, positive, statisticall v significant serial dependence in the returns of many counltries
during the first nine months of 1987, Note that the intercept b, s not significantly ditferent
from unity, its theoretical value.

The presence of positive serial dependence is revealed also in the pattern of return
standard deviations across holding intervals. Note in table 2, pre-crash period, that the
average standard deviation is 1.0834 for one-day holding intervais and that it increases 1o
1.3439 (per day) for 20-day helding intervals. The same pattern was observed in 19 of the
23 individual countries (results not shown).

The contrast is rather striking with the post-crash period. After the crash and up through
March of 1989, the average value of b 1s very close to zero (average r-statistic = .0797).
In the post-crash period, the cross-sectional standard deviation of the ¢-statistic for by is 1.87
(for local currencies). slightly higher than the null value of 1.414.% Out of 23 countries, only
three (five) of the individual country local currency (dollar-denominated) s-statistics
exceeded in absolute value the .05 critical value 2.776, and one of these was negative.®

One difficulty with a serial dependence test of a speculative bubble has been recently
discovered by Ross (1987). Supposc that prices actually tluctuate randomly. There are no

120




VOLATILITY, INTEENATIONAL MARKET LINKS, REGULATORY POLICIES

Tuhle 2. Multiple-day returns and volatitities over 23 countrics.

Meuan Sid. Dev. Meun

219

Sed. Do,

-—lcal Currency--- === Dollars-—---—-
Pre-crush period, 1287107987
Regression ol Vanunee Kate on (Holding Period-1)
[Eguation (3} of Text|
Slope: 0.0251 0.0328 (LH B0 00249
Estatistic (from zero): 26410 38122 7136l
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Calendar Holding
Period Interval
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15 2787 07 W8T 3
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Standard Dev 12019 0.4095 0.48706
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Standard Deviativns: L.20ES ).4394 1.3338 {1.5044
i 2087-108 ®/R7 14
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Meun Returns: 01604 .2003] (L1791t 01512
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Mean Returns: 016106 [3.2019 01830 0.1513
Standard Deviations: 53439 0.4796 1.4260 L6063
Post-crash period 11/2/87-3/3 189
Regression of Variance Rativ on (Holding, Period- )
|Equation {3) of Text]
Slope: 0.06024 1.40160 00322 0.0180
t-statistic (from zeroy 00797 1.8719 -(1.0630 22838
latereept: 1.1058 0.1590 L3424 1.1554
t statistic (from 1.0 0.9334 1.7863 0.022: 2.2396
Cross-Country Simple Averages
(percent per day)
Cakendar Holjing
Pericd Interval {days)
117 2/87— 3/31/80 1
Mean Retoms: 0.063Y 0.0500 (.43516 (.U588
(Continued)
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Table 2. {Continued)

Meun Std. Dev. Mcean Std. Dev.

--Local Curreney--- eeeeee Dollurs-------

Standard Deviations: 12352 0.4264 1.3030 adid

P18 2087 - 3031084 2
Mean Rerums: 0.0631) 0.0493 0.0510 0.0378
Standard Deviations: 1.3230 0).4946 1.3475 04454

8T F/3S9 3
Mean Returns: 0.0641 0.048% 00503 00574
Standard Deviations: 1.2624 04414 1.3227 0.4907

117 2/R7— 3/31/89 5
Mcan Remucns: 0.0649 043493 0.0509 0.0578
Standard Deviations: 1.2495 04399 1.3247 03277

11f 2087 365189 10
Mean Returns: (11649 1.0493 00509 N0s78
Standard Deviations: 1.2704 Q4640 1.3137 1.5721

287 31789 1S
Mean Returns: .0652 0.0497 {10531 (L5590
Standard Deviations: 1.3087 {12204 1.3734 (1.6896

87— 31789 20

Meun Retumns: 0632 10407 0.0531 00590
Standard Dev

2763 (L4974

1.3389 0.6767

true bubbles. Every so often in such a random series, a local peak will occur by chance;
interocular examiners have a tendency to focus on the peak as an indication of something
unusual in the time series. Conditional on selecting the {random} peak as a sample separation
point, Ross shows that the scgregated data leading up to the peak will exhibit positive sample
serial dependence. There is actually no dependence in the true process, and there was
actually no bubbie prior to the peak, vet choosing such a point ex post has the effect of
creating scemingly significant serial dependence in the data preceding the peak,

Given Ross’s result, how is one to distinguish a true bubble from a random series that
just happened to be selected for study because it was followed by a crash? We are in this
very predicament, trying to determine whether a bubble expanded before October 1987,
Clearly, attention has been dirccted to this period because of the crash.

A key to determining the difference between a spurious relation and a true bubble can
be developed from Ross’s formulae. He shows that the spurious local serial dependence
arises from three factors: (1) the beight of the peak refative to the starting point in the sample,
(2) the volatility of the underlying [random] serics, and (3) the time difference between the
current data point and the peak. Thus. we can examine the cross-country differences in
calculated serial dependence 1o ascertain whether they are related to these factors, Since all
countries crashed at the same time, the third factor can be ignored in a cross-country
comparison. As for the first two factors, we can measure the height of the peak by the
country’s total return from the beginning of 1987 through the wecek before October 19 and
the volatility can be measured by the sample daily swandard deviation of returns, Thus.
Ross™s theory would imply the cross-country model,

hy=ag+arn+as, §=1,....23}, G
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Table 3. Slope {rom
calendar period [equatian {47 of text]

ression (3) rearessed onomean daily return and wolatiliy during the

Mean Standard
Return Deviation Tntercept
Dollurs-+ - --om oo

Mean
Retum
—------- e-Local Currency

1.0¢0d3
0. 1093

L0013 L0179
150K O.7188

87 through 3/31/89

Luellicients: =(L0073 —LI¥70 00114 =0.6724 Q.0081
=162 (13828 -0.9774 (L8253 -0.2977

where A, is the coefficient estimate of serial dependence from regression (3) for country
J.r,is the mean daily return from January 2, 1987, through October 12, 1987, for counlry
Jrand s, is the stundard deviation ol daily returns for country / during the same time _unﬂ._oa..
Coetficient ¢ (2.) should be positive (negative) and statistically significant.

Tabie 3 presents the results ol fitting (4). Somewhat surprisingly. there is no cvidence
that the serial dependence detected before the crash was related across countries to the size
of the price runup or to volatility during the pre-crash period. Both coefficicnts have the
wrong sign, although neither is significant. There are (at leust) three possible explanations
consistent with this result: (1) there was not envugh of a difference among countrics in the
exient of the bull market before the Crash;™ (2) the coincidental timing across countries of
hoth the crash and the pre-crash price increase may render a cross-country test problematic;?
{3} there really was aspecculalive bubble that burstin October 1987, Further empirical work
is required to sort oul the appropriate conciusion.

2. International linkages

Given the improvement in clectronic coordination across world markets, most casual
observers presume that markets are becoming more related. The free low of capital o
locales with the most favorable riskicium tradeoff is certainly a strong force for the
alignment ol price innovations. Prior o the crash, however., direct cmpirical estimates have
found cross-country correlations (o be statistically signi

ant but surprisingly weak even
during periods that were clearly affected by international shocks,* Indecd. one of (he most
unusual aspeets of the crash was its simultancous oceurrence in every major market. As T
pointed out previously,” Octaber 1987 was the only month during the decade of the 1980s
when every market moved in the same direction.

A recenl empirical paper by Dwyer and Hafer (1988) examined the short-term relations
among four big markets (Germany. Japan, the United States, and the United Kingdom). The
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authors find no evidence that corrclution has increased except for the perivd immediately
around the crash. Over a longer terim, they find only a slight increasc in correlation from
the fixed exchange rate period (January 1937 through April 1973) to the flexibie rate period
(after April 1973). Bennett and Kelleher (1988) document an increase in international
comovements in the 1980s compared to the 1970s, but it was of only a small magnitude.

Parhizgari, Dandapani, and Bhattacharya (1988) provide some interesting evidence about
possible lead/iag relations among four markets (London, New York. Singapore, and Tokya).
They find evidence of “bi-dircetional feedback™ between New York and Tokyo and Noew
York and Londen. However, 1he temporal “causalion” between New York and Singapore
goes in only one direction. with New York being the causative force. The strength of the
relation is also found to be stronger trom New York to both London and Tokyo than the
reverse feedback fo New York™

Three of these markets (London, New York, and Tokyo), were also studied by Hamao,
Masulis, and Ng (1989), who had data on opening and closing prices for each exchange.
This enables them to measure more accurately the “volatility spillover™ from onc market
w0 another by cxamining only those cases where the opening ocewrs in a market after the
close in another market. Quoting the authors,

Tf the impact of a foreign market is completely absorbed in the subsequent foreign market
to open trading, then there should be no significant effect from adding the spillover
from the forcign market which trades carlier. [Nonetheless] . .. for the full sample period
[which includes the crash], all three markets are affected by the volatility surprises of the
two previously epen foreign markets, with the exception that Tokyo has no significant
influence on New Yotk ... The spiliover from New York is larger than the effect
from the other ... markets. [Excluding the crash] there is ne significant spillover onto
the London and New York markets, but there is an equally signiticant spillover effect
from London and New York onto the Tokyo stock market. The Japanese market is most
influenced by spillovers from [oreign markets, but the other two major stock markets are
only moderately affected. it at all, by volatility spillovers from foreign stock markets (p.
7.

This evidence is consistent with investors evaluating international news events and taking
some Hme ta rebalance their portfolios in response. Note that the item being predicted from
ane marker to another is the volatility of returns, not the direction of returns. Indecd. for the
direction of returns, Hamao et al. find

... that there is strong evidence that the most recent open-to-close return in one market
has a very large positive influence on the opening price in the next market. .. . even the
Jupanese market rewurn influences the London opening price, which is consistent with
informational efficiency across stock markets {p. 20).

Aside from the transmission of inlernational price changes during normal times, severik
papers have studied the transmission specitically around the October 1987 erash. Benneut
and Kellcher, for example. first cstimated the usual relations among volatilities across
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countries® and the relation between volatility in one country and approximately
contemporancous correlation of returns between that country and a sceond country. In the
pre-crash peried, they found that daily return volatility within a given maonth did tend to be
significantly positively related across countries. Also, higher volatility was associated with
a larger degree of intercountry corrclation.

Then, using the cross-country relations estimated from pre-crash data, Bennett and
Kelleher predicted the Oclober 1987 volatility and correlation and compared them with the
actual level. For instance, given the observed level of daily volatility during Oetober 1987
in the United States, they predicted the correlation between the United States and Japan,
Germany, and the United Kingdom. The predicted value of the correlation was higher than
the historical value by a considerable margin; e.g.. for Japan, the historical value was .26
while the predicted October 1987 value was 97! The actual observed correlation during
October was generally lower than predicted (it was actually only .77 with Japan).
Nonetheless, the actual correlation was indeed higher for most countries than the historical
level.

In contrast, the actual level of velatility during October 1987 was much higher than that
predicted bascd on historical estimates of the usual relation between one country’s volatility
and another’s. Although the predicted volatility was roughly twice as high as the historical
norm, the actual level was about five times as large. Bennett and Kellcher interpret this
evidence as follows:

These resulls are consistent with the common view that a wave of panicky selling eircled
the globe, with traders paying an unusually large amount of attention to price
developments in [oreign markets in the absence of fundamental news sufficienl to account
tor the disruption [p. 26).

This is a rather bold statement. given the fact that the fitted predictive models were subject
Lo certain econometric preblems. To understand these preblems let’s consider the model
used to predict the volatility in one country by the volatility in another country; it was.

(s = A + B Inis) + e (5)

where s, s the obscrved standard deviation of daily returns in country j. and s, is the standard
deviation in country &, j precceding & by the partial day by which country f trades before
couniry 4. The Fitted value of £ was uniformly less than unity, no matter which way the
regression was tun; lor instance. when j = ULS. and & = Japaa, the fitted value of B was 33
(for data in the 1980s). Conversely, when j = Japan and &£ = U.S., the fitted valuc was .13,

There appears to be a classic errors-in-variables problem: indeed, the explanatory variable
In(s;) is only a sample estimate of the population log standard deviation in returns. In a
two-variuble model, crrors-in-the-variable causes attenuation bias. The coefficient B is
biased toward zero. Thus, the madct should be expected to grossly underpredict, particularly
when the explanatory variable is several stundard errors outside 1ts historical range, as jt was
in October 1987,

Bused on other tests relating the dircction of moverment to that predicted by other
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countries” movements, Bennett and Kelleher conclade that . . . the basic degree of linkage
ameng monthly average prices in different stock markets during the crash was ncither
clearly stronger nor weaker than it had been prior to October™ (p. 26), a finding curiously
al odds with the interpretation of “panicky selling” with traders paying “an unusually large
amount of attention . . . to foreign markels.”

In the same issue of The Federal Reserve Bank of New York Quarrerly Review, Aderhold,
Cumming, and Harwood {1988) examine the role of cross-border equity investing and stock
rrading in “centers outside the home market.” They conclude that such “direct international
linkages cannot explain the worldwide decline in mid-October” (p. 34). According to their
data, cross-border selling during the crash was immaterial except in Tokyo (and Tokyo was
one¢ of the least aftected markeis in the world).

Neumark, Tinsley, and Tosini {1988) cxamine U.S. stocks that are also listed in Tokyo
and London. The previous price change in either Tokyo or London is used to predict the
New York change. If markets are informationally efficient, the slope coefticient should be
unity in the prediction equation; i.c.. the price change in Tokyo should be an unbiased
predictor of the price change in New York since the previous clase, the prediction error
reflecting any news between Tokyo's close and the next New York close. Although
Neumark et al. find that the estimated coclficients are close to unity (indicating market
ctticiency), during the crash period. they are significantly less than unity later.

This is consistent with trading costs preventing completely effective arbitrage across
countries except when volatilily is quite large, which it certainly was during the crash period.
Their findings for directly arbitragible stocks imply that one might very well observe
increased international correlation during every volatile period, without such an increase
indicating an augmentafion of internaticnal linkages. In other words, when markets are
highlv volatile, transaction costs are less of an impediment to simullaneous price
co-movements in response to fundamental faclors.

Bertero and Mayer document that return correlations across geographical regions
increascd dramatically during the period sround the crash. and they also interpret the
empirical evidence to indicate that the correlations * . . . remained higher after the crash”
[p. 12, emphasis in original]. Their table & shows that three of six geographical region index
pairs displaved fower correlation, not higher, in the latest reported period (April-May 1988),
relative to the crash period, although the correlations do appear somewhat higher on average
than in the pre-crash period. However, as was shown in table 1, volatility alse has been
somewhat higher since the crash.

Bertero and Mayer also find that the degree of intercorrelation between two markels is
related to the trading of overseas securities on the domestic market. They reach this finding
by regressing a given country’s return on (1) a world market index, and (2) indices from
other individual countries that have some stocks traded on the local exchange. An F test
of significance indicates, for 13 countries out of 22,7 that foreign individual markets with
cross-listed shares explain a significant pertion of the local return beyvond that expiained by
a world index (using monthly data over the period January 1981 through May 1988),

Using daily data. Bertero and Mayer purport (o document a significant increase in the
influence of cross-lisled share markets during and after the crash. Before the crash, indices
from countries with cross-listed shares are statistically significant regressors for 11 countrics
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out of 22.% From October 13, 1987, through December 31, 1987, the number of signiticant
countries rises to {9, where it remains from January 1 through May 31, 1988,

Although there seems o be linle doubr that empirical connections across markets have
increased since the crash, one would be justificd in a bit of skepticism about Berlero and
Mayer’s proposition that cross-listing s an indicator ot connectivity. They showed that
individual foreign country indices improved on the power of a world index in expluining
contermporancous lecal returns, where the particular indices chosen were trom forcign
countries with cross-listed shares. One has to wonder whether any collection of randemly
chosen foreign regressors might not have done just as well. There might simply be morc
precise information in individual country indices than in a single world index.™ A betler
wiy 10 test that cross-listing indicates a strong intercountry link would be o regress each
country on alf the other loreign countries and check whether the coefficients are farger and
more significant for countrics with cross-listed shares.

One of the most innovative and interesting new papers about international linkages is by
King and Wadhwani (1589). They develop a “contagion” medel of international volatility
transmission. The underlying idea is that rational traders in one country shouwld use price
movements in another country te deduce changes in underlying economic fundamentals,
even in the absence ol any public news. This implies that a price “mistake” in one country
will be transmitted to others almost as if it were an infectious disease. King and Wadhwani
point out that weuk evidence for contagion in normal times does not preclude contagion
being rampant in more volatile times,

King and Wadhwani are motivated by (he puzeling uniformity of the crash across
countries. As they rightly stale.

.. Ivis difficult 1 come up with a credible story that links “fundamenlals”™ to the crash;
moreover, it is extremely hard to imagine that any [fundamentals based | explanation
would be consistent with the uniform decline in equity prices in different countries.
In a non fully revealing cquilibrium. price changes in one market will . .. ina real sense
depend on price changes in other countries through structural contagion coefficients.
Mistukes or idiosyneratic changes in one market may be transmitted to other markets, thus
increasing volatility. 1t is this feature that appeals to us as an alternative to "news”™ as an
cxplanation of the contemporaneous tall in all major stock markets in Geotober, 1987 (pp.
-2y

An importanl part of their theory is that contagion increases with volatility. Tt this be (rue,
& contagion-based model is consistent with the gencrally low cross-country dependencies
exhibited in “normal” times and with a much greater degree of dependence in periods of
major disruption. As mentioned earlier, increased correlation around the crash period has
been obscerved, but King and Wadhwani present a more refined empirical analysis of the
phenomenan.

They first develop an explicit bi-country contagion model whose coefficients can be
estimated using noncontemporancous data; an example of noncontemporaneous dala point
would be the close-lo-open Eondon price change and the price change on the previous day
in New York affer the London market closed. Using hourly data trom New York. London,
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and Tokvo from September through November 1987, they fitted the contagion mode] with
cash prices in London and Tokye and futures prices for the S&P index from the United
States.? The cvidence is quite striking that inereased volatility around the crash coineided
with increased comtagion coefficients. King and Wadhwani conclude, “The pattern of
correlations between markets that is revealed by the datla scems easier to reconcile with the
contagion model thar with a fully revealing or purely “fundamental’ mode!l” (p. 24).

Perhaps so. but regardless of the line quality of their empirical work aod the ingenuity
of their contagion model, there remain some unanswered questions about the King/Wadh-
wanl interpretation of the crash episode; viz., it the crash was caused by a mistake or
perturbation in a givea market that went on to infect other markets. where did it originate?
If the United States was the original infectee, its price decline on October 14-16 was
transmitted 0 other countries in scyuence. Yet this scems inconsistent with the very large
declines in October 19 in the Far East (excluding Japan), in continental Europe, and in the
United Kingdom, declines that were far larger than the U.S. decline during the previous
week and that preceded in time the big U.S. decline on its October 19. Indeed, in deciphering
the global sequencing of declines in the context of the contagion model. one would be
obliged to conclude that the crash was caused by investor “mistakes™ in Hong Kong,
Malaysia. and Singapore! This seems a bit far-fetched.

A sccond question involves whether contagion as measured by King and Wadhwani is
really inconsistent with fundamental news, Imagine, for instance. that many ditferent and
imporiant news items happened to arrive at random intervals during the crash period, some
arriving when London was open and New York and Tokyo were closed. and vice versa in
all combinations. Then, to the exicnt that these news items had importance for all markets.
a price change in, say, New York would indced be highly related to the next openiag price
change from the previous close in Tokyo, and so en. And, to the extenl thal there were more
important news events around the crash than in a quieter period, the King/Wadhwani
contagion coefficients would be larger. The coetficients are clearly a positive function of
the number of news ilems arriving per unit of calendar time and of the international
signilicance of the news relative 1o the background news idiosyncratically concentrated in
each local country.

Unlortunately, such a conjecture may not help very much, for, as King and Wadhwani
argue. if such news ilems really had been forthcoming during the crash period, one might
have thought they would stand out™ as possible candidates for causing the crash.

Scarching for possible triggering mistakes, King and Wadhwani examine a practice that is
often indicted by the popular press, computer-driven portfolio insurance in the United States.
During periods of high volatility. they argue that porrfolic insurance might induce ncgative
serial dependence in very short-term price movements; thus, during the crash pertod, there
should have been more detectable negative dependence in the United States, with its wide-
spread use of portielic insurance, than in the United Kingdom where formal portiolio insur-
ance schemes were not common. Bath U.S. and UK. cash prices and UK. futures prices
showed more negative dependence during the crash, but U.S. futures prices did not (see their
table 6), Their conclusion: “ . . . time-honeured practices such as stop-loss orders had as sig-
nificant an effect on share prices as formal dynamic hedging strategies” (p. 23); Le., whatever
the source of the “mistake.” it any, it wasn't U.S. portfolio insurance.
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This conclusion is buttressed with results by Goodhart (1988), who constructs a number
of different tests exploiting both foreign exchange and stock returns, His overall conclusion:
= once the Crash week itsclf is past, . .. the marn increase in the strength of linkage
[among international markets] appear to have been from the rest of the world 1o asset vz.m@
changes in New York™ (p. 22).

3. Market regulations and volatility

"The third important question arising around the crash episode concerns the influence, if any.
of various regulations and institutional rutes on price volatility, Three that are prominently
mentioned are: (1) some form of circuit breaker, (2) margin requirements. and (3)
transaction laxes.™ To be sure, other possible regilations are semetimes mentioned, such
as short-sale rules, restrictions on the DOT system, enhanced capital requirements for
market makers, and so on,™ but margin requirements, circuit breakers, and trading taxes arc
discussed most often, they are actually in place in many markets and countries, and they
undoubtedly are the most likely (o be implemented.

3.1 Empirical literature on margin requirements

Margin requirements are one of the most intensely studied market regulations. Tn the United
States, initial margin requirements for cquity purchases are set under law by the Federal
Reserve using regulutions G, T, U, and X. The regulations differ depending on whether the
lender is a broker/dealer. a bunk. or anether type of lender. They apply only to the initial
margin. (at the time of original purchase), and do not apply to all stocks. Maintenance
marging on stocks (after original purchase) are set by the exchanges and the National
Agsociation ot Sceuritics Dealers with the approval of the Securities Exchange Commission
(SEC). Stock index Tutures. stock options. stock index options, and stock index (utures
options are set by various authoritics. mostly the exchanges and clearing houses (with the
approval of regulatory agencics). A good description of the various margins is provided by
Sotianos (1988}

Muny of the earlicr studies of margin requirements fuiled to find a signilicant impact on
anything. A classic paper of this genre iy by Largay and West (1973). Using data from
Jaouary 1933 through January 1569 on the S&P 300 index, Largay and West fail to uncover
an impact of changes in margin requirements on stock price levels. They do. however,
uacover striking evidence of what induces the Fed 10 change margins; decreases in margin
tend to vceur after price declines and increases in margins follow price rises, a tendency
confirmed and discussed by Garbade (1982}, Note that this typical Federal Reserve behavior
before 1970 seems to conform to what many persons thought (with hindsight) might have
been a good policy in the pre-crash period of 1987,

Offrcer (1973) also found evidence that the Fed responded 1o changes in the market,
concluding that margins were increased after stock volatility had fullen. o connection with
a comprehensive study of stock return volatility over more than a century, Schwert ( 1988)
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put together the Largay and West and Officer conclusions into a coherent explanatory
package. Noting thal there is a general tendency for increases in stock price levels to be
associated with decreases in volatility, and vice versa, Schwert pointed out that a tendency
for the Fed to increase (decrease) margin requirements after a price increase (decrease)
would induce an inverse correlation but s0f @ causation between return volatility and margin

requirements.
Schwerl alse conducted empirical tests that confirmed thal margin requircments were
increased “after prices have risen and volatility is relatively low . . . |but that] There is no

evidence that stock return behavior is different from normal in the 12 menths following a
change in margin requirements” (p. 28, emphasis in original).

Grube. Jov, and Panton (1979) examine almost the same set of data as Largay and West
(there are four additional chapges in margin requiremenmts), and they also investigate
abnormal volume around margin changes. The pattern of prices during days betore and after
margin changes is very similar to that found by Largav and West. Howcever, Grube. Joy.,
and Panton place more emphasis on the price increase observed in just the few days around
a margin decrease. The average pattern prior to a margin decrease is generally downward,
but there is a sharp reversal just prior to the margin decrease announcement, which Grube.
Joy, and Panton interpret to imply that margin decreases are good news (and that there is
either anticipation or leakage about the decrease a few days in advance). After the margin
decrease announcement date, there {s no perceptible change in either prices or volume. No
abnormal price movements were found around margin increases. However. there is evidence
of ubnormal valume both before and after an increase.

The exchanges are free to impose margin requirements in excess of those required by the
Federal Reserve and on some occasions in the past, the exchunges have chosen higher
margins for given individual stocks. The impact of exchange-imposed 100 percent margin
gay (1973), who found a significant price impact:

requirements was studied by Lar

... the restricted stocks all tose in price prior to 1006 marging being imposed. On the
imposition date. the restricted stocks declined in price and over 70% of the individual
price relatives were less than ove . .. [A control sample of] non margin stocks also rose
in price but did not decline on what would have been the imposition date if [100%]
margins had been impesed (p. 982}

Largay also found an effect on volume. “The imposition of the margins dampens trading,
volume while their removal is associated with a revival of sumewhal higher levels of trading
activity” {p. Y84). However, the Largay evidence on volume is not all that clear-cut.™ In
his figures 7 and 8 (p. 985). which show plots of average volume around 100 percent margin
imposition, 11 appears that post-imposition volume is roughly on a level with previous
volume excepr for a few days just preceding the imposition. But this could imply that the
exchange imposes 100 percent margin in response to a sudden and inexplicable flurry of
trading, not that margin has a causative influence.

Of course, volume is merely u proxy for price volatility and it may not be a very good
one. Largay does report that price volatility decreased after the imposition of 100 percent
margins, but the empirical results are not given.™
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The direct effectiveness of the Fed™s margin requirements on reducing borrowing {in
broker margin accounts) was presented by Luckett (1982). Luckett does find evidence that
increased margin requirements reduced borrowing i the 1966—1979 period; his empirical
estimates indicate ... that a 10 percent change in the Federal Reserve's margin
requirement will change investor equities on stocks held in margin accounts at security
dealers by about T 12 to 2 percent™ {p. 7943, Of course, this does not necessarily imply that
it has a significant impact on volatility. but Luckett argues that reducing volatility is not the
appropriate goal of margin regulations anyway. Tn an interesting passage that remains
germane lor present purposes, Luckett states,

The Federal Reserve s not (nor should it be) in the business ol influencing volume of
credil, volume of trading, or stock prices per se. ... none of [these} laken by itself, is
inherent cause Lor official concern. Rather, the power over the margin requirement given
the Federal Reserve in 1934 was meant to prevent a repetition of the disastrous events
that culminated in the Crash of "29 -—specifically, the pyramiding of margin credit in a
rising market and margin calls in & falling market. ... [Even] pyramiding per se is not
troublesome; its significance lies, rather, in the derivative tact that it makes the market
vidrerable to margin calls” (p. 787, emphasis in original).

Yot the crash of 1987 is unlikely to have beea prevented by the Fed’s having imposed
higher initial margin requirements (than the current 50 percent) during the pre-crash
expansion. Most of the selling in the cash market during the crash cpisode was by
institutions, who rarely use margin, and the actual percentage of stock held on margin was
very small.

Negative conclusions about the actual or likely efticacity of margin requirements can be
found in a number of other papers. including the Federal Reserve’s own “Bvaluation”™
(1984). Hartzmark (1986) goes even further, arguing that margin requircments can
“backfire,” driving sophisticated investors from the market and leaving unsophisticated
traders who might cause even more “aberrant price movements” (p. $148).°% Grossman
(1988) makes a similur point in discussing portfolio insurance:

These [margin] requirements make il more difficult . . . to take the opposile side of
portfolio insurance trades. These requirements grew out of an effort to curb speculation,
but it is exactly speculation by traders that can provide the other side ol portfolio
insurance trades and serve 1o lessen volatility (p. 8).

Because of this unitormly negative lilerature about margin requirements, recent papers by
Hardouvelis (1988b. 1988c¢) came as quite a surprise. Hardouvelis claims to have found a
surprisingly large and significant effect.

- .. over the enlire sample, [1934-1987], an increase in the margin requircment by 10
percentage points from, say 50 percent to 60 percent decreases the monthly volatilily of
large stocks by 1.10 percentage points. The effect . .. on small stocks is even greater (1.91
percentage poines). To put these numbers in perspective, observe that the average monthly
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volatility of large stocks . . . is 4.8 percentage points and of small stocks, 7.4 percentage
points (1988b, p. 85).

According to this, if margin requircments were raised to 100 percent from their current 30
percent level, large stock volatility would decline to zerol

The second paper by Hardouvelis (1988c¢) 13 more complete than the once quoted above
(1988h) and contains fancier econometrics. The conchusions, o, are somewhat different.
For instance, the 10 percentage point increase in margin now only causes a reduction i
small stock volatility of .77 percentage points, but the effect is still highly significant. From
a rather complex set of tests, Hardouvelis concludes that margin requirements also reduce
“excess” velatility (defined as volutility “thar cannot be explained by the variation of current
and future dividends and discount rates™ {p. 11); sce also 1988b, p. 88).

Finally, [lardouvelis studies long-term swings in stock prices, presumably occasioned by
long-lerm changes in expected returns. He finds no effect of margin requirements,
Evervihing together, he concludes, * ... is consistent with the hypothesis that an increase
in margin requircments mitigates the presence of [ads, while a decrease in murgin
requircments exacerbates the presence of fads and excessive speculation (p. 19): ic.,
long-term trends are not affected very much by higher margin requirements, but
speculatively driven short-term swings are reduced.

Hardouvelis's results are mighty suspicious on their face, notonly because he tinds a large
and significant margin effect where no one else ever did but also because his results are
difficult to understand owing to their econometric complexity. There have been only 23
changes in margin requirements since the Federal Reserve system received its margin
authority in 1934, yel Hardouvelis uses monthly data 14 vears of which are included since
1974, the last time margin reguirements were changed! He also controls for the influence
of nuisance variables, whose impact might mask the influence of margin requirements,
sariables such as lagged changes in industrial production and in stock prices. He measures
volatility by a moving standard deviation of returns over the past year, updated menthly.
Thus, each successive estimate of volatility shares 11712ths of the underlying monthly
returns data with its neighbors. It would take an econometrie wizard to figure out what is
really going on.

Fortunately, two wizards have stepped forward. Hsich and Miller {1989) have replicated
Hardouvelis’s results and found them spurious. First, Hsieh and Miller conduct a detailed
study of their own using the 23 historical margin regulution changes and estimated
volatilities betore and after cach chinge. They calibrate their test statistic with a “bootstrap.”
or simulation procedure. so that the measured level of statistical significance is reliuble.
Their conclusion:

We find only three occasions in which the modificd Eevenc statistic lic in the upper 3%
tail of the bootstrap distribution. In one casc, the volatility increased when marging
declined. In the other two cases, the volatility declined when margins declined. This
absence ol strony and consistent impact effcets of margin changes is particularly relevant
for policy discussions. Margin requirements arc not [at] all like the beryllium rods used
to control nuclear reactors (p. 7).
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Hsieh and Miller alse present a “long-term” investigation that comes to the same
conclusion.

Give these result. Hsich and Miller then set out to soive a detective problem: viz., how
did Hardouvelis get such different resulls with the same data? After an cxtensive
examination of Hardouvelis™s methods. Hsieh and Miller conclude that the basic problem
is autocorrelation in the moving standard deviation that is not adequately expunged by the
anti-autocerrelation method employed by Hardouvelis. Using a simulation, they show that
the coetficient in a simplified version of Hardouvelis™ model ... oose..onnow W a
non-degenerate distribution, so thal uny test of the hypothesis of ro mg.«w&t:.;:f@m?&n;

[volatility and margin} will be rejecred with probability 1 (as the sample size goes to
infinity)” (p. 15, emphasis in original), even if there 1s no true relation between the two
variables.

Hardouvelis recognizes that his overlapping ebscrvations are subject to autocorrelation
problems, and he employs the well-accepted Newey/West method of correction. However,
again using simulation. Hsieh and Miller show that Huardouvelis’s implementation of
Newey/West employs an insufficient number of lags to remove the danger ol spuriously
finding “significance.” As a final tribute to Occam, they run the Hurdouvelis model in first
difference lorm and find “ ... that marging and volatility are positively rather than
negatively correlated. allhough the coctticients are not reliably different [rom zero™ {p. 16)!

Hardonvelis's results were found wanting also by Schwert (1988) (uited already above)
and by Salinger (L989). Salinger presents new evidence that there is a connection between
volatiiity and the level of margin debr, but that margin requirements appear to have no direct
effect on volatility. Both debt and requirements meet head-to-head in Salinger’s regressions,
and debt is (he winner during most periods. Of course, & proponent of margin requirements
would probably assert that increased margin requirements reduce margin debt so that such
requiremenis actually are effective in reducing volatility. Furthermore, Salinger finds that
inclusion of the pre-1934 period (before the Fed had margin authority), reverses the relative
strength of margin debt and margin requirements: if the regressions include data from
Tanuary 1927 through December 1987, margin requirements have u significant negative
impact on volatility above and beyond the influence of margin debt.™

It seems to e, however, that Salinger’s resulls are subject t some of the same criticisms
that Hsich and Miller and Schwert aimed a1 Hardouvelis. There is a danger of spurious
regression. Alse. there seems every reason to think a priori that Salinger’s measure of margin
debr. dollar amoeunt of debt divided by NYSE market value, would decrease (increase) Emaw
a rise (fall} in stock prices. Since a rise (fall) in stock prices is related to a {fall) rise in
volatility. Schwerl’s argument about Hardouvelis's resulls applies with equal foree to
Salinger’s results. Both margin requirements ard margin debt display a lagging and spurious
relation to volatlity changes. They are not causes.

3.2 Empirical evidence on price lmits and volatifity

In futures markets, price limits are often employed, but they do nol uppear to be directed
loward dampening volatility; instcad, limits seem to be useful for ensuring contract
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complisnce. A theory of price limits developed by Brennan {(1986) focuses on their
cffectiveness in preventing fulures traders from reneging on contracts. Brennan’s theory
predicts that limits will disappear in futures markets that have closely correlated cash
markets, a prediction more or luss satistied by the existing markets in the United States. This
is suggestive evidence against the propoesition that limits are used to reduce volatility.

There 15 a relative paucity of empirical literature on circuil breakers. Price Lmits in
commodily markets have somelimes been studied in connection with other phenomena. and
they have displayed perceptible influences on short-term price behavior.® If a market has
limits on price movements thal are occasionally encountered, measured volatility over a
short enough interval is bound (o be atfected. During the October 1987 crash, daily volatiliiv
in Japan could have been reduced to the extent that some stocks hit their daily limit.
Certainly in Hong Kong, which closed during the day of the crash, measurcd daily volatility
was lower than it would have been without the closure.

Of course, most investors would see little ditterence between a market thar went down
20 percent in one day and a market that hil a 5 percent down limit four days in a row, Indecd,
the former might very well be preferable. The measurement problem with price limits and
circuit breakers is to detect their Jorg-run impact on volatility, if any. A reduction in
short-term volatility could be spurious and immaterial.

An iliustration of this pitfall is given by Bertero und Mayer (1988), who find a mitigating
influence of “circuit breakers” on the cross-country extent of the crash. They say.

The results reported here are similar to those in Roll (1988) in finding no relation
{between the size of the Crash and futures trading or portfolio insurance] but it [sic| differs
in finding some influence from circuit breakers and capiial contrels on domestic residents.
This may be because Roll’s results relate w the month of October, not the days
immediately surrounding the erash. Repeating our regression for the month of October,
we too find that most variables become significant ... (p. LL),

In their introduction, however, they state that their study differs from mine partly becausc
they used daily data, “This allows the period of the crash to be identificd more precisely
and ... suegests a different interpretation of the role of some of the structurai
charactleristics of markets.”

Actually, Lused and reported daily dita too, but in evaluating the impact of various market
arrangements, returns were caleulated over a longer period around the crash expliculy to
assure the inclusion of all crash-related returns. 1t seems scnsible that any investigation of
factors relating to the crash should include all refated pricc movements. Again using the
example of Hong Keng, its obscrved price decline October 19 grossly understates the true
impact of the crash.

Several past studies, though net direetly about price limits, may bear on their potential
elfectivencss. Hopewell and Schwartz (1978) examined trading suspensions on individual
New York listed stocks and cencluded that post-suspension price mevements offercd no
profit opportunities and that the behavior of prices around the suspension was consistent
with significant news. They could not ascermain whether the suspension per se had any
fluence on volatility.
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Kryzanowski {1979) examined trading halts effected by Canadian exchange officials who
were suspicious that corporate information had been withheld from the macket, On average
over all such halis, stock prices declined more than 26 percent from the last transaction price
priur to the suspension. Some of this drop occurred between the last ransaction and the first
trade after resumption, but the greatest part of the drop, more than 24 percent, occurred even
later. Although we cannot know whether prices might have declined even more had there
not been i cooling-off period, such a period evidently does not preclude an impressive price
change.

Arecent study by Ma, Rao, and Sears {1989} of price limits in futares markets contains
some striking and surprising results. Using minute-by-minute data, they seem to find that
limit moves are 2o followed by an increased probability of price moves in the sume
direction during subsequent periods.™ this result is hard 10 believe since any limit move
induced by significant niews (and there surely must be some occasional importan news)
almost certainly alters the subsequent conditional expected return in the same direction as
the limit move.

Ma et al. alse produce evidence that limit moves are followed by reduced volatility and
by normal levels of volume but the resulis may have been affeeted by novel methods. Even
if their results were impeceable, however, they would not constitute unambiguous evidence
that price limits reduce volatility, Reduced volatility after a limit move is equally consistent
with a reduction in the amount of news reccived relative w the pre-limit move period and
the limit move period. We really need information about whether the imposition of a limit
move sysiem reduces overall volatility in (all periods,)

J.3. Transaction faxes

Transaction taxes are the least studied of the three most serioys propusals for dampening
volatility. In fact, two recent pupers by academics urging such a tax, Stighitz (1989) and
Summers and Summers (undated} cite #o empirical studies bearing direetly on this question.
However. both Stiglitz and the Summers cite empirical work which allegedly linds that
stock prices are excessively volatile, oo volatiic to be explained by “fundamental”
determinants of value.

Accepling this alleged excess volaiility as fact, Stiglitz develops a theory bused on
“noise” traders who believe (irrationally) that trading systems, horoscopes, ete., are
bheneficial in forecasting prices. (Arbitrageurs are unable to completely remove the noise
induced by such traders.) [n a taxonomy of traders, Sliglitz portrays the noise-causing group
as * . .. dentists and doctors in the midwest and the retired individuals in the sunbel; .
(p- 7) who arc essentially using the stock market to amuse themselves, as they would in a
casing. Why do such traders not eventually lose all their money and disappear? Because,
says Stiglitz, quoting BF. Barnum, .., a fool is born every moment. Fer every fool that
is weeded oul. a new onc enters the market” {p. 9).%'

Other traders such as those who possess no information and even those who do pOSSLsEs
valuable information trade less frequently than neise traders and would therefore be less
affected by a transaction tax. Indeed, such 4 tax would be a smaller fraction of total return
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the longer the holding period, and this would supposedly induce investors to Exm 4 more
long-term view. Finally, according to Stiglitz, a transaction tax might actually increase
liquidity since it would reduce the influence ol noise traders and lower E.:E::v_. Zc_. only
can the government raise revenue but il can promote the efficacity of capital markets in the
Ecoamm_:ﬁ.?m conclusion is based entirely on theory.) N

Summers and Summers argue that there is too much trading, too much volatility to be
explained by fundamentals, and too many “resources devoted to financial ozm_.:nn::m.;
Furthermore, many other countries have ransaction taxes in place, so why should the United
States he different? The authors complain that "talented human capital is devoted Lo trading
paper assets rather than actually creating wealth. . .. one fourth of the Yale senior class
[applied] for a job at First Boston” (p. 13). . N

Summers and Summetrs seem to regard securities transactions and the eniire securities
industry as a pernicious activity that should be taxed heavily along with oﬁ_._o; ﬁ.nnu such
as gambiing, alcohol, tobacco, and the teaching of economics. No evidence is offered that
a tax would actually be beneficial to investment and saving, but thul secms secondary to
raising revenuc anyway.

34, Conclusions about the existing empirical literature on marker regulations and
volatiliny

My overall imerpretation is that the emipirical literalure has failed to uncover any solid
evidence that m rgin requirements arc effective in reducing price volatility, at least for Cv
data, nor has it found uncontrovertible evidence thal price limits are clfective in Eg:n_mm
true {as opposed to measured) volatility. There have been an_s::x::c.ﬁ ctfects ﬁ.:n margin
requirements oo the equity levels in margin accounts (Luckett and Hsieh m:a Miller), and
possibly on frading volume (Largay), but volalility itself has thus far nuhmﬂnﬂ .:.:\
scathed 2Perhaps this is not too surprising given how casily an investor can cvade the initial
Federal Reserve margin requirements (by borrowing from someone other ihan a
broker/dealer or allegedly lor seme purpose other than equity investing).”

However, [ relain some sympathy for the view that any effeet might be aw fully difficult
o detect, given the cnormous background noise in equity markets. >. CIOSS-COUNLLY
comparison could possibly help overcome a locally weak signal-to-noise ratio, 5@ we new
turn fo the international data to find out il it will. In the process of cxamining the
international data, some new cvidence will be presented concerning the influence on
volatility of price limits and transaction taxes.

1.3, The cross-country influcnce of margin requirements, price limits, and transaction
taxes on market volutility

Official margin requirements tor cash equily positions and official price limits on cash
equity ransactivns* are given by country in table 4 for the pre-crash and post-crash periods.
{They are mostly unchanged in the two periods.) Taxes on round-irip transactions are also
shown.
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Tubste 4 Otficial price limits, margio cequirements, and fransaction taxes Tuble 5. Standard deviation of returns regressed on price limits. margin requiremens, and ruding raxes

Margin Price Murg Roundtrip Holding Lacal Currency Daoltar
Limits Requirements Limirs Reguirements Trunsaction Pariod - T T ) - .
......... Belure Crash - After Crash Tax (Days) Pr Limits Margin Taxces Pr Limits Margin
Percent . Tstimated values of price limits, margin, and laxes used as regressor [equation (6) of text]
Australia none nane 0. 8 Pre-Crash Period
Auslria 5. 3. 1140 3 ) 1:2/87 through LO/M/87
Belgium m 10 100 375 1 Cuoetticients: —(LODBS —( 1049 ~0.1127 -0.0117 0.1002 1.0264
Canada none nune 3. 3} T-stalistics: -0.55948 417 —0.7476 04319 01347
Denmark o none 0 L0 2 S00041 -T14 02154 —00097 00784 L1095
France . N 3 T,J.:,E.vzn,f_ -4).2990 \:M“m -1.2479 —.3321 (13035 —0.3230)
Geemany hone e 0 3 3 Coetficiems: ~0.0056 00840 ~0.1949 SO0L3 LT —0076)
Hong HA..,._:_... ne il. Ao 0. 0 ) H‘m,qm:m:nw“ —11.4719 ~0.3871 —-1.1082 -0.7812 04145 -0.3547
S one o, one 100, L0 5 Coeflicients: ~0.0098  —G.0915  -0.259% SDOL3 24l -0 1883
< Lo, s 100, 3 Fslaisties: -0.631d 03823 ~1.3392 S08LHL G890 03385
Japan 0 - i 55 10 Costhicients: —0.0085 00508 -0.3165 -00131 006Nl -0.175
Malaysis e 0. one o 03 betistics: 04288 -0.16A7  —1.2818 -0.5778 01937 0616
Moxiv s 0 a5, 0 0 15 Coefficients: L0009 -0.0011  —33538 SO 000800 -0.3230
Netherkands " 0. " 0 Las statistics:  —LO452 00038 —1.4924 —0.2121 00003 -08387
New Zealand - 0 o 0 0 2 Cocfficients: —0.0074  —0L1089  —0.2126 -DO216 00725 00791
Norway none o0, P 100, Lo isties: ~04480 04269 - 10282 09040 02215 —0.29%1
Singapore nong 71 noT 7l 3 .voﬂ -Crash vnﬂ;a
South Adrica nene 100. none 100 1.3 o I through 331789
Spi 10, 0. 0 a0 ¥ I Cocfficients: 205 0852 -0.0067 00208 00128 0.0204
Sweden none m nome A0, 20% L-statistics: -0.3638 ~{1.0360 —1.1023 a1l 1031
Quitze < 0 25 0 0 2 Coefficients: —0.0210 —0.0572  —0.019% 00210 000 —00493
United Kingdom none 0 nane {] A Estatisties: —0.9908 =0.2474 =091 =0.9902 —(.039% —0.2266
United .r...::mJ none S, nune 30 0 3 Coefficients: -0.0243 —10.0004 —0.0300 —0.0200) ~0.0073 =0.1046
R - .- — — t-statistics:  —1.30020} -0.0017 —1597 —0).9440) —0.0264 —{14819
Notes about Transaction Taxes: 5 Coefficients:  -0.0222 (1.0476 (L0821 —-(.0188 =.0031 —1733
stax on ferward contracts is 195 percent. fistics:  -1.1823 0.1930 —0.4255 -0.8277 0006 -0.7437
15 percent above FF 1 millivn, 10 icients: <0.0200 00307 01059 -0UZIT 00035 -0.2207
18 perceni on dealers t-statistics:  —1.0024 01182 = 5135 —{185382 0.0111 —(n¥781
Netherfands: fox on nondeulers only. Coefficicars: —(0.0216 0.0932 -0.1393 -0115 =007 —(1.3247
Sweden: additional .3 perecnt if transaction 15 through o market maker. -statistics:  —0.9634 01,3265 —0.00446 (L3878 L0270 ~[ {679
cditferent tax rute appiies 1o torelgners. 20 Coefficients: ~0.0098 —.0683 00641 —0.0078 ~1.1763 ~{1L.2786
“Does nei agree with tax rate in Summers and Sumsiers. 1989, -statistics:  —0.3475 —{1240m ~0.2%64 ~(0.26635 —1 46353 —0.7626
Dummy Variables tor Price Limits, Margin, and Taxes used as Regressors [Equation {7) of lext|
Pre-Crash Period
L2887 through 10AR7
In many countries, there is a ditferent margin requirement for futures as opposed 10 cash ] Coefficients: 0,186 -0.1673  -0.2969 04063 -0.0437 02014
transactions. Given lhe varicly of margin rules, a single number may be an inadeguate Uslatisties:  1.2620 -1.1563  -1.5769 04697 -0.2178 7719
portrayal of reality. yet it woule! be a policy variable that could conceivably be altered. As 2 ( .m&._n._.s.pﬁ M_Mwm“ a.ﬁv%mm“ L_HMNHx 01970 \m .J_“M ~0.3200
mentioned in the table’s noles, a similar situation exists E some countries with respect to 5 ﬁc,uww.“_r_waﬁ___pﬁ” :M“:o \:..ﬁ.u_,.‘,. »Q.‘mﬂ% mwﬂﬁ \:H_.g ‘.. Lu.“.,whwmy
transaction taxes, different rates being applied to different instruments and/or traders. Thus, Letatistios: 1.4042 07853 —L7300 05000 00551 - L0706
it we find an influence of margin requirements. price limits, or taxes in the tests below, we 3 Coetficients:  (.2434 01334 —0.4553 0.1752 -0.0676 04218
could legitimately interpret this as indicating the potential hmpact of a particular policy statistics:  1.2660 D700 -1.86t] 07896 —03117  -14945
change, bur only while halding consrant the plethora of other rules and regrlations. 10 f_uﬁmu_‘ ,ﬁ:%m A_UMHMM |m;_F..‘.HM \mswu“ M_._wmmu w.wmﬁ. \:‘m.,u“c
The frst resulls are shown in table 5. which containg a series of cross-country OLS 15 C.M...HWEM cmﬁﬁ 6 .“.w_ \M_wmom,w :“uoxm L_%cmomw L“,«MN_U
regressions of the following form: r-statistics: 21002 -0.3466  -2.4254 L4687 -00889 - L9600
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Tuble 3. {(Conttnned)
Holding Lowal Cu Dollar
Period - T T
Pr Limits Muargin Taxes Pr Limits Margin Taxes
20 Cocfficients: (L3108 [ 228 —.6282 019K -(.5252
-stalistics:  1.o#335 -0.6311 -2.677() 0.4095 ~-1.339%
Post-Crash Period
2/87 through 3/31/89
L Cuelficients: 0417 =0.20031 —).3280 0.0522 -11537 -0.3329
Estutistics: 04963 -1.1252 —1.3961 0.2679 -0.28074 ~1.3439
2 01169 -0.21%5 —0.3343 0.0752 —(1.1948 —1).3664
Ustatistics: (L3374 - 1271 —1.2074 0.3470 —0.91K88 -1.3281
3 Coeltlcients: 00710 17249 35l 0.1440 —(L19068 -0.4402
tslatistics: (.36 A0.9075 -1.2384 ().46580 —0.a579 -1.64063
3 Coefficients: 10,1029 -0, 1444} -(33361 02010 ~0.2063 -0.5067
L-statistices: (L3300 376 -1.3608 0.9018 —0.0460 — 17868
10 Coetlicients: L3066 1853 —(3.2857 1856 —0.2380) —{).4888
(14667 —.16d) —1.0850) 0.7551 -0.9907 —1.5630
15 1444 =) 1) —{.44340 4022 —.2782 ~16824
0.6305 41,7330 —1.3859 14186 -1.0057 —-1.8914
2 0.23548 —{3.232 ~0.3358 04078 —1.3508 —(6043
1.095Y —£.1399 -1.2249n 14682 —1.297 - 17099
Dumny Variables for Price Limits, Margin, and Taxes used as Regressors [Equation (7) of Text]
With Mexico Deleted from
Pre-Crash Peniod
LT through 10/9487
1 Coctficients:  0.104(} —( 1816 1.213% 0.2399 0.2606
testatisnes:  0.6041 —1.1426 {.8U87 1.1463 ~0.0840 0.58747
2 Coctficients;  4.1681 -0,1737 11,2240 10.2819 —0.00{21 L2233
t-statstics:  (.8722 —-(.9533 .BI63 1.2679 -0.0007 07118
3 Coelficients: 01386 1339 (.3ms 0.2677 00174 0.3074
tseatisties: (L7163 —.4542 1.0973 L1798 2.0810 Y518
3 Coetlicrents: {11200 =0.1706 (02916 0.2228 —(10349 (.3094
05414 ~01.8143 4240 (.9250 —0.1535 0.9023
1 Coefficients: 0.213} —.1501 12488 (.3327 (.0 1.2357
t-slalistics: {17518 —0.3602 ole7 L0624 00003 1.3288
15 Coefficients:  .2798 —0.0287 (1.2442 0.3558 0.0533 0).2485
t-statist 1028w -5 .6307 1.2329 01932 a4y
20 Coeffictenrs: {12983 —187] (LOGI& 10.4093 002114 .02
tstatistics: 1.2945 -1).8589 01885 1.3953 0.0764) 0.0336
=yt oo+ oM+ op X U=1000,23) {o)

where v, 15 the computed sample standard deviation of returns for country f using T-day
nonverlapping holding intervals, L, is un inverse measare of country §°s price limits,” M,
is the level of margin requirements in country j, TX, s country /s tax rate on transactions
{in %/100), and ¢, ¢, ¢y, and ¢, are regression cocticients.

All of the tests are repeated using zerofone dummy variables for countries that that
do not/de have price limits, official margin requirements {whatever the size), and
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tansaction taxes. These regressions, shown in the second part of cach table, have the
foilowing form:

Sy = Ry 0D, 4Dy ¥ b D U=l 23) %)

where [3,,. is one (zero) it country j has (does not have) feature K. {K=1, M. and TX for price
limits, margin requirements, and transaction taxas, respectively.}

For the pre-crash and posi-crash periods, table 5 contains absolutely no evidence that
margin requirements have an inlluence on volatility, regardless of whether returns are
measured in local currency or in dollurs and regardless of the length of the holding interval.
In local currency, ¢, from regression {6) is negative for all holding intervals during the
pre-crash period while it is positive for three of seven of the holding intervals in the
post-crash period (the holding periods are obviously not independent). In & common
currency (dollars), the margin requirements coefficient is uniformly positive in the pre-crash
period and mainly negative in the posi-crash peried. The dummy varable margin
coefticient, #,, is similarly insigniticant, though it is mestly negative.

The results for price limits are also insignificant, though their sign pattern makes at least
some sense. Price limits showld have a larger impuct on measured volatility, the shorter the
holding interval. Using the I, measure of limits, we do observe slightly smaller (absolute)
values of ¢, the longer the holding interval, particularly in the post-crash period, although
there is undoubtedly ne statistical significance in the pattern. The dummy variable
coefficient, &, is mostly positive.®

Transaction laxes display negative coefficients as they should if taxes reduced
volatility, and there arc even a few significant f-statistics, lor the dummy variable
regressions using local currency in the pre-crash period. However. these results are
somewhat questionable because of a possible outlier. Notice in table 4 that only four
countries out of 23 have a zero transaction tax and thus a zero valued dummy variable
Dy these countries are Canadu, Mexico, New Zealand. and the United States. The fact
that the cocfficient is significant only in the pre-crash period, only lor local curreney. and
only for the dummy variable version ol the regression makes one suspect that Mexico is
the culprit, the rcason being thal Mexico had an extremely large and volatle local
currency return in the pre-crash period.

To check for a possible overweaning influence of Mexico, these regressions were
repeated with Mexico excluded, and the results are shown in the final panel ol table 5. The
tax cffect Is no longer significant, and the coefficient has changed signs. This seems to he
cvidence against taxes really having any material impact on volatility during relatively
normal periods.

There remains a possibility thal margin requirements, price limits. or taxes might have
an influence on volatility during particularly disruptive periods. ‘1o check this out,
regressions (0) and (7) were repeated for all possible nonoverlapping holding intervals
during the 1987 crash period, the 15 trading davs between October 12 and October 30
inclugive.¥” Table 6 gives the results.

Margin requirements still display no statistically significant effect, though both ¢, and
hy,. the {itted coefficients using numerical values and dummy variables, respectively, are
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Tabie 6. Standard deviation of returns regressed on price limits. margin reguirements. and trading faxes

Hulding Local Currency Dailass
Period T s
{Days) Pr Limits Margin Taxes Pr Limits Margin Tuxs

Estimated values of price limits, margin, and taxes used as regressors [equation (6) of fext]

Crash Period

10/12/47 through 10:30/87
1 efficicnts:  —1.1444 —().8544 —.5257 ~1, 16358 -0.7 158 —L.3830
t-statistics: [ @117 —(1L7321 —.5538 -0.6233 =0.4120
2 Coellicients:  —{1L1302 —41.8080 — L0769 —0.1544 —0.3827 04718
tstatistics: —1.6033 ~).6442 - 10542 -1.8593 -0.2082 —-0.9341
3 Coetticients:  —(.1252 —.1924 —(.845] -0.1376 —0.1241 -0.0316
tstatistics: - 1.8634 -0.1834 044 -2.470 —0.1195 =770
Nl Cueft -0, 1483 061510 ~(04713 -0.1509 1.6335 —-0.3364
statistics: 20726 15563 -0.3261 -2.0757 -0.3817 —3 3693
Duntry Variables for Price Lir and Margin Used as Regressors
|Equation (7] of Text)
| Coefticients: Sy —0.7787 ~.4707 —1.8720 —(1.6936 =0.4067
-1.3159 —-0.7820 —1.3632 —1.8856 —0.71490 —(1.3031
2 —(.8603 -1 8624 — 18705 -1.274n —.3005
Cstatistics: -80S0 —0.5205 —1.3671 ~1.1682 —{1.5556
3 Coeflicients:  —1.4)77 = 1722 ~1.3586 —1.6943 —{L1335
L-statistics: -~ 161485 —{12023 -1.2276 - 1.9896 -13,1843
hl Coctficients: —0). 9887 . -22832 —0.9577
t-statistics: - 11564 06303 -2.3737 —-1.1034 0.7157

uniformly negative as they should be if margin requirements reduced volatility. Transaction
laxes are similarly negative but insignificant.

Price limits are another mateer. Using both the numerical limits and dummy variables,
mure stringent limits are associated with lower volatility, and the effect is significant for
some holding intervais. Remember that very short-term intervals might display u significant
impact of price limits for a spurious reason. yet the (ive-day intervals in table 6 arc generally
more signiticant than the shorter intervals.

This uncxpected pattern is suspicious and made me wonder whether the results had been
undluly infloenced by the Hong Kong case. Notice in table 4 that Hong Kong does not have
official price limits, yet the closing of the Hong Kong market on October 19 afler about an
1l percent decline (cf. footnote 13), had the same effect as a price limit since the registered
retuen on that day was smaller than it otherwise would have been. Hong Kong’s estimated
crash period volatility is extremely large; see table [

This unusual situation suggests thal the tests be repeated with Hong Kong counted as if
it had had price limits. Thus, Hong Kong was assigned a price limit of 11 percent. the price
decline before trading was suspended on October 19, The results are given in table 7 which
shows tiat the signiticance [or price limits has disappeared. This is consistenl with Hong
Kong’s closure (for five days) being cntirely responsible for the seemingly signi
long-term effect of price limits [ound in table 6.
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Tuble 7. Standard deviation of retnens regressed on price hmils and margin requirements with Hong koag,
assumed cffectivety to have had price limils (erash period, 10712787 through 0:87)

Holding Local Currency Duilars B
Interval - o :
{Duvs) Pr Limits Margin lutereept Pr Limits Margin Intereept
Estimated Values of Price Limits and Margin Used us Regressors
[Equation (6} ot Tuxt]
1 Coellicients: 00821 -1.1181 —.3806 —0.10138 (1,999 ~[1.2330
t-statistics: - 100343 -0.9112 (137498 -1.3179 -0.4197 -0.2366
2 Coetticients:  —(LO711 —1N516 -=(3.9404 ={LO933 -0.6337 —).5276
-0.8477 —0).8048 —(1.8863 — 10767 —(L4875 —0.7554
3 Coefficients:  —0.0751 —{}4130 -0.7272 —0.0870 —0.357 —0.3303
t-statisti -1.0713 —1.3806 =-11.8202 - 123019 ~0.3273 —{1L39423
5 Coellicivnrs: —0.924 (18694 —1.3380 —1.0960 —(19084 —-0.2052
tstutistics: =1.2264 07436 3554 —1.2533 —-0.7676 -0.2122
Dummy Variabies for Puce Limits and Margin Used as Regressors
[{Equation (7} of Text|

1 Cocfficients:  —(1.3721 —NOs77 =0.63:43 ~0.7027 =(}.8513 -0.6399
t-statisti -0.3535 -0.9602 {14608 =(L.6710 -(.9202 —0.4672
2 Coefficients:  .2363 - L0062 —2.0644 —0.1079 —0.7815 ~20580
talatistics: .2397 —(1.9563 -1.4763 —-0.0976 -0.7159 -1.4224
3 Coctficieats:  —0.4240 -).3674 —1.48%1 -0.60979 —N.3784 —1. 4090
-0.3094 —02121 —-1.260= -0.7733 —-0.4252 =1.1936
3 -1.227 —1.2679 06742 -1.303% —1.2431 Q7319
-1.2913 -1.3517 115425 -1.3520 — L3038 0.53803

4. Conclusions

The October 1987 stock market crash spawned an abundance of research papers, as scholars
atterpted to explain what seemed at the time, and to some cxtent remains, an inexplicable
cvent,

Except for the period immediately around the crash, there is only meager cvidence that
interpational linkages across markets have become tighter over time. Yet the crash wis
worldwide in scope, and its similarity across countries was uncanny. Just on the face. this
international similarity puts doubt to such explanations as particular macroeconomic events
in one country, failure of a given country’s market systcm. or simultanecus changes in
underlying fundamentals (which were quite different across countries).

m/mm_.\m:mrsm the origination of the crash to one country cannot be entirely ruled out, :cé..
ever, because of the possibility of a non-lully revealing equilibrium “contagion™ process ol
the type suggested by King and Wadhwani (1988}, Such a process would allow a world-wide
crash to begin by a particular news eveni or even by a market “mistake” 11 0ne country.
Evidence in [avor of this process is that international correlations of returns increased
dramatically during the crash period. However. this increase is consistent with other
cxplanations, such as transaction costs hindering international arbitrage excepl during
periods of high volatility.
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Wasthe crash the bursting of 2 bubble? Some evidence seems to support this proposition:
for example, in the majority of countries, the pre-crash period displayed signilicant serial
dependence in stock returns. dependence that was definitely nor present in the posi-crash
period. However, frther work s necessary o ascertain whether this measwred serial
dependence is unusual relative W what one would have expected to find, even in a perfectly
random process, by choosing a sampie peried that happened 1o culminate in a random peak.
Ross (1987} shows that such ex post sample period selection will induce upward bias in
estimates of serfal dependence. Cross-country tests failed to detect this bias, bul there are
several ambiguities in the tests that will have to be resoived in future work.

‘The crush is history. What implications, it any, does it have for regulatory policy? Is there
evidence that popular regulations or tules would have mitigated the crash. or that they would
decreuse price volatility in general? There is very litle evidence in favor of the ctficacity
of margin requircments. price limits, or transactions taxes. Despite a large number of
empirical studies, no one has provided evidence that margin requircments have an impact
on volatility. There has been at least one recent paper claiming the contrary, but a careful
examination of its methods have uncovered enough problems 1 cast those results into
doubt.

As [or price limits, there must be a very short-term impact on megsured volatility, for the
measured market price at a trading halt is likely to understate the direction of movement.
Vet even lor daily data, the cross-country evidenee is slim that price limits reduce volatility.
and there is no evidence at all that they work over perieds as long as a week. ln other words,
trading hults caused by limits scem 1o have no effect on true volatility,

Transaction taxes are inversely but insignificantly correluted with volatility across
countries. and the effeel is too questivnable for taxes to be used with confidence as an
effective policy instrument.

Notes

e reports covered by Kamphuis. Kormendi, and Watson include those by the Presidential Task Force on
Market Mechanisms, the Chicago Mereantile Exchange. the International Stock Exchange of London. the
Commodity Tutres Trading Commission, the Secuninics and Exchange Commission, and the U.S. General
Accounting Olfice.

2. Howcever, no one (inchuding me) argues that the existence of porttolio insurance actually mitigated the extent
of the erash.

3. The autbors show that other potentially damaging news events. such as a worse-th -expected ULS. trade
deficit anrouncement vn October 14, were unable to cxplain the exent of the price decline.

4. However, »s my colleague David Hirshleifer has pointed out, even a seemingly small event such as increased
wx un lakeovers could congeivably trigger a large crash if it were expeeted to foster more management malfeasance
(because of the deercased threat of takeover).

5. However, this cross-country relation i

alser consistent with some countries simply heing more sensitive 10
f
in Qcrober).

6. This finanee lierahure ha

wamentil

cors than vther countries (arud with such facors increasing over the first part of 1987 and falling

its antecedents in some of the carlier lite

ure on optimal growth along unstable
paths, Samuelson (1967) speaks of the “tulip mania™ in this contexr. and Ross 11975} gives an example of a bubble
under a dvRamic junip process.

[yS]
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7. Bubbles were known o be possible even under rationality with unrealistic assumptions such as an
time herdzon or an infiniy of traders.
8. Some of the resnlts in Hardouvelis (1989) have heen published in Hardouvelis (19883,

9. Ay the bubble inflates, the probability of a crash increases: this increase volatility (or risk) must

poten

be aceompanied by an increased rewarnd.

10, That is. the vbserved difference between actuul stock returns and shori-term interest rates.

11 The data are from Goldman Suchs & Co. and are widely publicived as the Geldman Sachs/FT-Actuaries
Waorld Indices.

120 A daly return s defined as low (PP, ) where £ 15 the price index level an trading day ¢ THvidends are
not inclu dividend yields are available in the data base but their addition to the refurn makes virmally no
difference in volatility. The log first difference was used so that returns over multiple davs would be additive.

13. Tahic 1 brackets the major crash day of Octobes 19 by 4 week before and two wueks afterward. This window
is somewhat atbitrary, of course. but it 1s justitied by allowiny the inclusion of substantial and perhaps related price
movements i the week prior o October 19, and it allows the capture of crash-related price mevements alter
Qctober 1910 countrics with price limits or closures. In Hong Keng, for example. the observed major price deeline
did not oceur until October 26 because the Hong Kong market was clesed for the rest of the week after substantial

price declines on October 19 The Hong Kung index declined | L4 percent on October 1Y and then the marker
was vlosed. On the day the market reopened. October 20, the index [l an additional 39.7 percent,

14. Rois actually the simple average of the off-diagonal clements of the (77} sample autocorrelation matrix

15. The regression is not well specified under alf possible serial dependence siructures. For exumple. if there
were slationary first-order dependence, the coefficient b, would be # known function of 7. However, the regression
is simply meant to be u compact way W present a lot ot evidence, and it should not he regarded as unything more
meaningful, such as a merthod of testing for a given dependence strucrure.

Lo For the eross-country simple averages given in table 2, evervthing is scaled to percent per dav. Thus, for
multiday returns, every mean refumn and vanance of returns is divided by T, the number of days in the multiduy
holding period.

17. The regression has 4 degrees of freedom. A nwo-tailed test Lor sigmifleance at the 3 percent fevel bus 2 crivicul
value of 2,776 (i, the 8975 fractile of Stdent’s ¢ distribution with tour d.f.)

8. The ¢ distribution with & degrees of freedom hus variance diid-2) see Juhnson and Kotz (1970, p. 96).

19 The negative significant coefficient, indicating negative secial dependence, was for the United States. The
two positive signiticant coefficients were for Ausiria and Beigium

AL However. this explanation seems unlikely As shown i table 1. there were lunre differences across countries
in pre-crash mean returns.

2. imagine, lor instance, that returs in each country were driven by some common world Tactor, but that the

degree of response fo that factor differs among countrics. Suppuse in addition that the pre-crash period wis siaply
a realization of a randomn process for the factor. Then the degree of measured {spurious| serial dependence woukd
bethe same in every country because it would be the same as the scral dependence in the factor itself, The obscrved
seriad dependence would not be crosscountry related to the magnitude of the price risc in the pre-crash pertod.

22. Sce the paper by Hilliard (1979), which examined international stock price comeoverments during the OPEC
s, July 1973-Aprii 1974,

23, See Roil (1989, p, 39).

24. The empirical results of Parhizgari et al. are somewhat implausible because they flud feadiag
twar 1o etght days. This would seern to impiy the possibility of predicting one market’s return up to cight days in
advance by using e return in another market as a predictor. Their test involves a complicated multivariate statistic
and it #s not clear {at least 1o med how o transtorm therr resulis into a practical rrading rule,

25, Using Germany, Jupan. the United States, und the United Kingdom,

26. 1L forexample. j = U.S. and k = Jupan. and the standard deviation is calenlated from March | through March
31 the VLS. it would be caleulacd (rom March 2 through Aprl 1 in Jupa

27, Bertero and Mayer also use the Goldman Sachs/F1 Actuaries data which cover 23 countrics. but Mexico
15 exchuded from the tests tor the elfect of cros:
no forergn shares are truded in Mexico.

28 At the | percent Jevel of signilicance.

29, This 1s probably tue for several reasony. For example. 1f there is more than one world “Factor” in Lhe

atwons trom

istedd countries becanse no Mexican shares are traded abroad and
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boutany set of mubliple regressors will beat a sinale regressor. Also, Bertero
wnd Mayer are undeubredly jostificd in thinking that some countries are much more closely attuned than others,
and, as 1 consequence, a globul index masks individual country re

30 Kingund Wadhwani present evidence that the contemporancous ition during hours when both London
and MNuw York are open fuor trading wis mtach higher between ULS. [utures prices and London cash prices than
between New York and Loodea cash prie Phey mierpret this to imply that cash prices in New York were out
thate part of the time during the crash period. and thus they use the apparearly more accurate ULS. futures prices
I all subsequent tests.

3. However, Miller (1984) urgues that the inggenng event might qot he all that obvious: an analogy tw the
ache .o inceeasingly unstble budldup of snow on ¢ mountainside. triggered finally by

and normally harmless cvent like the snapping of a twig (p. 337

A transaction Lux should be distinguished from the currentlv-in-place tax on trading profits. The former is
levied onevery e at the time itoceurs, Less iblte propos

Cre

als have also been made about the latter: for instance,
proposcd by Rohatyn (1984) to curb volatility induced by 1he
astruments” wielded by institutional investors who ~ ... no longer
invest ... they specudare™ (p. 3L emphasis i original). With o 00 percent suttax, volatility might be enredy
chminated. along with rading! ’
See Edbwards (1988b Y Also, an int

by Becker and Underbafl (1URR).

34 There s a very cleac-cat impact on prive fevels imposition by the exchange of 100 per TEIN causes
ar fmmediate price deeline, But this could be auributed w the convevance of nformation about the company
mmplieit i the inpe Far
o imply that the exchange issell posse ped information fo the elfect that previows price advances have

30 puercent surtax on short-temm tradiag profits

survey of ma

v suggested eforms 15 given tom

ypoint

ton ol such a severe mar, stance, investors could interprer the exchange’s move

s pri

330 Larpay's pri

impact and volume results were confirmed with a bigger sample i a replication stud
Eckardt und Rogotf (1976},

36, Hurtemurk's puper is umgue i sev
te uses daty

pects. He studics the impact of marnging on the ape of trader u

t commadity futares. Tle finds no systematic influence of margin changes on price volalility (p
7). but he points vut that much larger margins than are currently in eftect in the futures market could concevaniy
have an effect {though perhaps

the “wrong” direetion). Merton Miller pointed ot to me. bowever. thal empirical
studies of margin requirements with futares data might not he entirely applicuble 10 cash markets be
the Federal Reserve, futures exchanges explicitly tie m;
it decreases (incr

use, unlike
gin levels 1o volatility, The Fed docs the vpposite since
sus) margin regquirements when price levels

tease (increasce), and there s 1 well-documenied
inverse relation between volatihity and price level.

nger arges that Schwert’s enticisa of Hardowvelis that the
Fedderal Reserve reduces marging in response to volarili cases. winch would be odd™ (p. I7). Actually, Schwert
fimdd that the Fed responds o price Levess s that Jevels happen 1o be inversely related to volatility (evident
unbeknownst W the Fed). Salinger also suys that Schwerts lest “arguably has low power™ since it is based on
differences. n the uther b

.. has several problems .. it sgges

st

d. a3 test based on levels such as Hardouvelis's is subject o oross bias induced by
the sporicus regression fallacy, us documented by Hsich and Miller.
38, However. when [Zlags of volatility are uded in the moded, neither debt nor marg
significant in the 19281987 pe
39, For instance, in sto
g 10 weall

requirements remainy

tutizes (Roil, 1984} 1 found thar limits

impeded prices from

respondi

The Ma of al results using daily de show a tendency for continuation of price movements in Lhe same
an.
One might ask if Barnuim's proposition applies also o cconomists.
This conclusion i supported it the recent detailed examimation provided by Sulinger (1985,

asy wvondance 15 related o the problem ol harmenization of margin reles across markets, aithough the luer
50y 4 ;cr/:c: of inter-markel competi
EstreHa £19483),

44, Inthesingle cxception of Frunce, 1he mal

m. A interesting andlysis of avoidance and barmonization is given by

1 equirements and price limits are given (or the short-term fulures
market. There moststock is traded for delivery wilhin the month (1.e.. the purchase contractis technicaily a future).
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ile if there are price limits. £, = 100/A(Price Limits in %
essentiully a wider band than any level of imposed limits;

. If there are no price Limits in counrry j, Ly =
The n:_c:m_n for £, is that the absence of price _:.Ez
thus, 7.; represents an atlempt Lo combine countries without limits nto the same data set as countrics with Hits

having numericat value
46. It price Hmits reduced volaulity, the coet
47, Holding intervals arc limited w five tracing days. Intervals ol 10 and 200 days us
ot feasible here because there would be only one complete nonoverlapping interval during the 15-day crash period
and thus the standard deviation ot returns could not be computed.

ent would be negative

cd 1 provicus resulls ate

References

Aderhold. Robert. Cumming, Christine and Harwood, Alison. “Internutional Linkages among Equiries Markets
and the Oetober 1987 Market Breuk.” Federal Reserve Bank of New York Quarterly Review 13 (2, Summmer
1988), 3446,

Allen, Franklin und Gorton. Gary. “Rational Finite Bubble
No. +1-88. November 1983,

Amitnd. Yekov, Mendelson. TLiim and Wood, Robert A, T iguidity and the 1987 Stock Market Crash,” G

Schonl of Business, New York University, April 1989,

Becker, Brandon and Undertilh, Pavid L. *Market Retform Proposals and Actions,”
[aw, Eleventh Annual Commodities Law Institute, October 1988, pp. 20-21.
Bennett. Paul and Kelleher, Jeanctte. “The Taterrational Transmission of Stock Price Dhsruption in October 1987,

Federat Reserve Bunk of New York Quarterly Review 13 (2, Summer 1938), 17-33.

Bertero, Flisashetta and Maver, Colin, “Structure and Performance: Global Inrerdependence ol Stock Markers
around the Crash of October 1987, London: Centre for Economic Policy Rescarch Discussion Paper No. 307,
March 1989,

Frennan, Michael J. <A Theory of Price Limits in Futures Markets.” Journal of Financial Econonics 16 (2 June
1986), 213-233.

Camerer, Colin, “Bubbles and Fads in Asset Prices: A Review of Theory and Evidence.” Juurnal of Economic
Surveys 3 {1, 1989 fortheoming).

Dwyer. Gerald P, Jr. and Hafer, ROW. “Are Nationul Stock Markets |
Review 70 (6, November December 1988), 3-14.

Eckardt, Walter L., Jr. and Rogotf, Donadd L. “L00% Margins Revisited.” fournal of Finance 31 (3, June 1978),
G93-1000.

Edwards. Franklin R, ~Dowss Futures Trading Tner
{Tanuary—Febraa Say, 6309

“Policies to Cuth Stock Market Volatility.” Columbia Business Schuol, Cenrer for the Study ot
Futures Markets, Working Paper CSFM #1776, August 1985b.

Estrella, Artugo. “Consistent Margin Requirements: Are They Feasible? Federal Reserve Bank of New York
Claarrerly Roview 13 (2, Summet F988), 6179,

Fuma. Eugene F. “Perspectives on October 1987 or What Did We Leara trom the Crash.™ In; RW. Kamphuis,
R.C. Kormendi, and JW.H. Watson, cis., Black Monday and the Future of Financial Markets. Homuewood. 1L
Irwin, 1989,

Federal Reserve System. Staft of the Board of Governors “A Review and Evaluation of Federad Margin
Regulation.” Washington, D.C.: Federal Reserve, Decentber 1984

CGrarbade, Kenneth ederul Reserve, Margin Requirements: A Regulatory Insiative 1o Inhibit Speculative
Bubbles.” In: P. Wachtel. ed., Crises in The Econonic and Financial Struciure. Lexington. MA:L D.C. Health,
1942 ¢ch. 12,

Goodhart, Charles. “The Internatio
Financial Markets Group, 1988

Grossma. Sanfard §. “Insurance Seen und Unseen: The lmpact on Markets.” Jowrna! of Portfolio Managentent
14 (4, Summer 1988), 3

The Wharton School, University of Pennsylvania,

luaee

T:Chicago-Kent College of

nked? Federal Reverve Bank of Su Louds

Financial Analvsts Jowrnal

se Stock Market Volatility?

Londen Schoul of Economi

mission of Assel Price Volatility,

I Tr

6




VOLATILITY, INTERNATIONAL MARKET LINKS, REGULATORY POLICIES 245

Grube, R. Corwin, Jov, O. Muurice and Panton. Don B. Market Responses o Federal Reserve Changes in the [n
Margin Requircment. Josrnel of Finunce 34 (3. June 1979), 639-673.

Hamilton. James . and Whiteman. Charles H. “The Observable Implications of Self-Tulfilling Expectations.”
Fenrnal of Monetary Economtics 16 (3, November 1985), 353-373,
Hagdouvelis, Gikus A “Tvidence on Stock Marker Speculaiive Bubbies: Japan, the United States, and Great
Britain.” Federad Reserve Bank of New York Quearrerly Review 13 (2, Summer 1988a), 4—16.
“Margin Requirements and Stock Market Volatility.” Federal Reserve Bunk of New York (uarterly
h), 8- 88,
cememm e o= “Margin Reguirements, Voladlitv, and the Transitory Component of Stock Prices.” First Boston
Waorking Paper Serics FB-88-38. Columbia University, Barnard Collage, November, [9858c.
Stock Marker Bubbles Before the € First Boston Working Paper Series #FB 80-07
niversity Craduate School of Busines

Review 13 (20 Summer 19

1989,
CUS&D Cash Stock Price Volatilities.” School of Business Administration, Universiuy of Southern

Columbia

11 Lawrenc

litorni

C . February, 1989
Harzmark, Michacl L. “The Effects of Changing Margin Levels on Futures Market Actoaty, the Composition of
Traders in the Markel, und Price Performance.” Jowrnal of Business 39 (2, part 2. April 1986), S147-S1510.
ilfiaed, Tinmy . “The Relationship Berween Equiry Indices on World Fxchanges.” Jonrnal of Finance 34 (1,
March 1979 103 -1 14,

Hopewell, Michael HL und Schwartz, Aathur L. Jr. “Temporary Trading Suspensions in Individual NYSE

Securities.” Journal of Finanee 33 (3. December 1978), 13531373,

Hsich. David A, and Milter. Merton H. “Margin Regulations and Stock Market Volagility,” Graduare School of

Business. Yniversity of Chicago. Apnil, 1989,

Johnson. Norman L. and Kote, Samuel, Condnaens Univariate Distributions-2. Now York: Wiley, 14700
Kamphuis, Robert W I, Kormueadi, Roger €. and Watson, LW, Henry, cds., Bluck Monday and the Faiure of

Financie! Merbors. Homewood, IL; frwin, 1989,

King, Mervvn und Wadhwani, Sushi ion of Volatility Between Stock Markets.” London Schaol uf

Feonomics Financial Markets Crroup, November 1988,

Keyzanowski. Lawrence. “The Bl

“T'rnsmi

cy of Trading Suspensions: A Regululory Action Designed 1o Prevent the

Expioitation of Monapoly Tafornation.”™ Jowrnal of Finance 34 (5, December 1979y LIR7-1200,

Largay, Jumes A, 1L 100% Murgins: Combatting Speculation in Tndividual Seeurity [ssues. ™ Jowrnad of Finance
28 (4, Sepember 1973), 973 056,

Largay. James A Q1] and West, Richard R, “Margin Changes and Stock Price Behavion” Juarnal of Political
Feonemy 81(2, part 1, March/Apal 1973), 328-330,

Luckett, Dudley <. “On the Effectiveness ol the Federal Reserve’s M
(3, June 1982), 7843 705,

K Rao, Ramesh Pk Sears, B, Stephen. “Vola

rits.” Columbia Futures Center, Conference on Regelatory and Structural Reform of Srock and
Futures Markets. May 1959

Miller, Merton H. “The Crash of 1987: Bubble or Fundamenal? Keyonore Address,

in Reyuirement.” Jowrnal of Finance 37

tv. Price Resolution und the Effectivencss

s Annual Paciic-Basin

Mirche
the Proposed Touse Ways and Means Tax
January 198Y.

Nenmark, David, Tinslev, PAD and Tosind,
Washington., D.C.: Federal Reserve Board,
Discussion Series 31, Novemboer 1988,

Officer. Robert R, " The Vartabiluy of the Market Factor of the New York Stock Exchunge.” Journe! of Busine
A6 (3, July (973}, 434453,

Parhirgart. A M. Dandapa

ing the 1987 Stock Market Crast Antitakcover Provisions in
ashington, B.C.: U.S. Sceurities und Exchange Commission,

- tAlter-Hours Stock Prices and Post-Cr
ston of Rescarch and Statistics, Fluance and Leonomics

h Hangovers”

K. and Bhatacharva, A. Ko “Global Market Place and Causality.” T
Uepartment, Florida Intermational University, 1983,
Rahatyn. Felix. A Financial House of Card Time, {October |

1nce

1688, 48-50.

147

246 RICHARD ROLL

Roll, Richard. “Orange Juice and Weather,” American Econemic Review 74 (3, December 1984), 861880

cmm—-———— “{'he [nternational Crash of October, 1987, In: K.W. Kamphuis, R.C K ind JW.ITL
Watson. cds.. Black Monday and the Futre of Financial Markets, Homewsod, IL: Inwin, 1989, also printed
n The Financial Anaiysts Journal, (Seplember/October, 1983).

Ross, Swephen A, "Uncertainty and the Heterogeneous Cap
Januvary 1975). 133-146.

Ross, Stephen AL “Regression 1o the Max.” Yale School of Orgunization and Management, December 1987).

Salinger, Michael A. “Stock Marker Margin Regairements and Volatility: Implications for Regulation of Stock
Index Futures.” Graduate School uf Busine pril 1984,

Samuelson, Paul A “Indeterminancy of Development in o Heterogenous-Capital Model with Constant Saving

v.” In: Karl Shell, ed.. Essavs on the Theory of Optimal Economic Growrh. Cambridge, MACMIT Press,

mendi

1 Good Model.” Review of Economic Studies 42 (1.

Cotumbia University,

Santoni. G. J. ~The Great Bull Murkets 192429 and 1982 -87: Speculaiive Bubbles or Economuic Fundamentals?”
Fedvral Reserve Benk of St Loais Keview 69 (9, November L1987, {629

i s, Financial
Policy Research Center, University of Rochester, Oclober 1985,

Siegal, Jeremy ! “The Stock Market Crash of 1987 A M
University of Pennsylvunia, July 1988,

fsey and Stock Volatlily

Working, Paper BC 88-Us, Bradley

»-Finance Perspective.” The Wharton School,

Sofianios. George. “Margin Requirements on Equity Instruments.” Federal Reserve Bank of New York Quarterly
Review 13 (2, Summer 198R), 47-60.

Stiglitz, 1.E. *Using Tax Policy to Curb Speculative Short-Term Trading.” Conference on Regulatory Reform ol
Steck and Futures Markets, Columbis University Fuiures Center, May 1989

Summers, Lawrence Ho and Summers. Victoria P ~When Financiul Markets Work Too Wet

A Cantious Case

for a Securities Transactions Tax.” Mimeo, undated.
Telser, Lester G, “Octaber 1987 and the Structure of Financ
Kamphuis, RC. Kormendi, and TW.H. Watsen. eds., Black Monday and the Future of Financiel Markess
Homewood, 11 Trwin, 1989.
Tirole, Jean. “On the Possibility of Speculanon Ender Rational Txpectations,” Ecoremetrica 30 (3, September
1982), 11631181,
-———. “Asset Bubbles and Overlapping Generations.” Econometrica 33 (5, September 19833, 107 1. 1100
Wuchtel, Puul. Crises in the Ecenomic and Financial Strucinee. Texington, MA: DO Health, 1982

Markers: An Exorcism of Demons.” In: RAW.

148




