AN EFFICIENT APPROACH TO SOLVING THE ROAD NETWORK EQUILIBRIUM TRAFFIC ASSIGNMENT PROBLEM
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Abstract—This paper presents a solution technique for large scale road network equilibrium assignment and related flow problems with nonlinear costs. It is shown that the nonlinear network problem can be solved without explicit consideration of any of the constraints—these are satisfied automatically in the procedure developed—and without storing all of the individual decision variables. The computational requirements of the algorithm reported are almost identical to the requirements of heuristic solution techniques for traffic assignment. A solution time of nine seconds on the CDC 6400 was obtained for the test problem, which included 76 arcs and 24 nodes, all of which were origins and destinations.

INTRODUCTION

We consider the following multi-commodity network flow problem. Given a network with \( n \) nodes, let nodes 1, 2, \ldots, \( p \), \( p \leq n \) be a set of nodes which are either supply points or demand points or both. Typically, \( p = n \), i.e., every node is a supply point and/or a demand point. In addition, every node in the network will be considered a transshipment point. Let \( A \) denote the set of arcs in the network and \( D \) be a \( p \times p \) matrix whose \((i,j)\) entry indicates the number of units which must flow between nodes \( i \) and \( j \). To write the conservation of flow equations insuring that \( D(i,j) \) units flow from node \( i \) to node \( j \), we introduce the following notation:

\[
x_i^j = \text{flow along arc } (i,j) \text{ with destination } s\n\]

\[
x_0^j = \text{total flow along arc } (i,j)\n\]

We then must have

\[
D(j,s) + \sum_{i=1}^{n} x_i^j = \sum_{s=1}^{p} x_s^j \quad j = 1, \ldots, n \\
\sum_{i=1}^{n} x_i^j = \sum_{s=1}^{p} x_s^j \quad s = 1, \ldots, p
\]

These constraints state that for every node \( i \), for every destination \( s \), the flow which originates at node \( i \) destined for node \( s \) plus the transiting flow destined for \( s \) must equal the total flow which leaves node \( i \) destined for \( s \). Thus, for each destination node \( s \) we have a system of conservation of flow equations: one equation for all nodes \( j \) in the network, \( j \neq s \). We may omit the equation for \( j = s \), since it is generally true that if we require the correct amount of flow to leave each supply point, and if flow is conserved at every intermediate node, then the equation requiring the flow to arrive at the demand point is redundant. Let the cost of shipping \( x_j \) units along arc \((i,j)\) be \( f_j(x_j) \). The cost function \( f_j() \) is a function of the total flow along the arc, i.e. the sum of all the commodities flowing along the arc. The multi-commodity transshipment problem which we address, expressed in its most general form, is then

\[
\text{Min } \sum_{i=1}^{n} \sum_{s=1}^{p} f_s \left( \sum_{j=1}^{n} x_s^j \right) \quad \text{(NLP)}
\]

subject to

\[
D(j,s) + \sum_{i=1}^{n} x_i^j = \sum_{s=1}^{p} x_s^j \quad j = 1, \ldots, n \\
\sum_{i=1}^{n} x_i^j = \sum_{s=1}^{p} x_s^j \quad s = 1, \ldots, p \\
x_i^j \geq 0 \quad (i,j) \in A, \quad s = 1, \ldots, p.
\]

(1)

(2)

(3)

As will be described below, various forms of the \( f_s() \) function yield a model corresponding to different problems.

A more intuitive (although computationally more difficult) form for the conservation of flow equations, is as

\[
\text{Min } \sum_{i=1}^{n} \sum_{s=1}^{p} f_s \left( \sum_{j=1}^{n} x_i^j \right) \quad \text{(NLP)}
\]

subject to

\[
D(j,s) + \sum_{i=1}^{n} x_i^j = \sum_{s=1}^{p} x_s^j \quad j = 1, \ldots, n \\
\sum_{i=1}^{n} x_i^j = \sum_{s=1}^{p} x_s^j \quad s = 1, \ldots, p \\
x_i^j \geq 0 \quad (i,j) \in A, \quad s = 1, \ldots, p.
\]

(1)

(2)

(3)
follows: Define

\[ x^*_r = \text{flow along arc } (i, j) \text{ which originates at node } r \text{ and is destined for node } s \]

\[ x_i = \text{total flow on arc } (i, j), \quad x_i = \sum r x^*_r. \]

Our problem is then

\[ \min \sum_{(r,s) \in A} f_i \left( \sum_{r} x^*_r \right) \quad (1') \]

\[ \sum_{r} x^*_r - \sum_{r} x^*_r = \begin{cases} -D(r, s) & j = r, j = 1, \ldots, n \\ 0 & j \neq r, s, r, s = 1, \ldots, p \\ D(r, s) & j = s, r \neq s \end{cases} \quad (2') \]

\[ x^*_r \geq 0 (i, j) \in A, \quad r, s = 1, \ldots, p, \quad r \neq s. \quad (3') \]

Constraints (2') state that the flow into node \( j \) traveling from node \( r \) to node \( s \) equals the flow out of node \( j \) traveling from \( r \) to \( s \) (unless \( j = s \)). For any specified network, the constraints (2') are clearly much greater in number than the constraints (2).

THE ROAD NETWORK EQUILIBRIUM ASSIGNMENT PROBLEM

The equilibrium traffic assignment problem may be stated as follows: We are given a set of roads and zones representing a particular urban area, and we have estimates of the total demand for travel via road between each pair of zones. We wish to determine how this traffic will distribute itself over the roads of the area. Typically, we have projections of the traffic between each zone pair in some future period, and we wish to determine if the existing or various proposed road networks can handle the increased traffic, what the associated user costs or travel time will be, etc.

A system of streets and expressways may be modeled by a network in which the nodes are used to represent intersections (or interchanges). Nodes are connected by directed arcs so that a two-way street is modeled by two arcs in opposite directions. The network is generally used to represent only the major streets of an urban area, while minor roads such as side streets in residential areas are usually not included.

Nodes also are used as the places at which traffic enters and leaves the system (i.e., places where it is generated). It is assumed in this model that the origin to destination demands are fixed. In general, of course, it is known empirically and from a priori economic theory that the quantity of travel between two points is a function of the overall cost of that travel and the cost to alternative destinations where the same trip purpose might be satisfied. In traffic assignment, this interdependence is treated exogenously. In principle, after each assignment of a fixed demand, that demand would be checked against the user costs, and if they were not in correspondence, the assignment would be performed again with a revised demand estimate, and so on.

One of the most common behavioral assumptions made in traffic assignment modeling is that each user of the urban network will take the path of least perceived cost from his origin to his destination. It is known that travel time is a significant factor to the majority of travelers when they choose their routes between their respective origins and destinations, and most applications of traffic assignment utilize travel time as the basic measure of travel cost (Comsis, 1972). However, research over the past decade indicates that other factors are important, such as distance and the tension of driving on various streets. For example, after considerable behavioral research, Michaels (1960, 1962, 1965) has concluded that it is the net impedance or total disutility—a composite measure of travel time, tension and other factors—that drivers seek to minimize. Thus, if a traveler is faced with a choice between two routes of roughly equal travel time, he may prefer not to choose the one which is characterized by heavy stop-and-go traffic. It is far beyond the scope of this paper to attempt to resolve differences in the factors included in drivers’ choice of routes. In the remainder of this paper, the term travel cost will be used to mean some scalar measure of cost upon which users’ select their routes, perhaps including time, tension, distance, dollars or some weighted combination of these.

The travel time experienced by the user of any road or arc, called the average travel time function or the volume delay curve, is a known function of the total volume of flow along the road. While various functional forms are in use in different nations, all seem to be nonlinear and strictly increasing with flow on the arc. The parameters of these travel time functions are determined by its length, speed limit, geometric design, number of lanes, number of traffic lights and other road characteristics. If there is a significant delay in making a left turn at an intersection (node), then turn penalties can be incorporated by using dummy arcs to represent the delay in making the turn. The other components of user cost are not well researched, although tension probably increases with volume of traffic. However, it probably can be reasonably assumed that a measure of overall traveller disutility is an increasing function of volume, and it probably is nonlinear.

The assumption that each driver takes the path of least cost between his origin and destination gives rise to the concept of network equilibrium. A set of flows along the arcs of the network is said to be at equilibrium if the following two conditions are satisfied for every origin-destination pair, \( r \rightarrow s \). (i) If two or more routes between node \( r \) and node \( s \) are actually traveled, then the cost to each traveler between \( r \) and \( s \) must be the same for each of these routes. (ii) There does not exist an alternative unused route between nodes \( r \) and \( s \) with less cost than that of the routes which are traveled.

The assumption is made that each user of the network seeks to minimize his own travel cost and that he experiments with different routes, eventually finding the least cost one. Although this may not be completely true in reality, it is assumed that those drivers using more costly routes constitute a negligible portion of the total. It is clear that if (i) or (ii) were not true, some drivers would
switch to the cheaper routes, congesting them, and causing a new flow pattern to evolve. An equilibrium is the aggregate result of individual decisions. At an equilibrium, no single driver can reduce his own cost by choosing an alternative route in the network.

If the travel time of every arc were constant, independent of the level of flow along the arc, then we could solve shortest route problems between each origin-destination pair to find the equilibrium flows. However, the assumption of constant travel time ignores the effect that congestion of an arc has on travel time. In the more realistic case of increasing, nonlinear travel cost functions, the interaction among drivers makes the problem of finding the equilibrium very complex. The two equilibrium conditions above are equivalent to Wardrop's first principle, the principle of equal travel times for all users (Wardrop, 1952). His second principle, that of overall minimization, leads to a different assumption of driver behavior. Wardrop's second principle states that flows are distributed over the arcs of the network in such a manner that the sum of the travel times for all users is minimized. Models based on the assumption of equilibrium are often referred to as “user-optimal” models, while models based on Wardrop's second principle are referred to as “system optimal” models. The second behavioral assumption, which uses the system optimal flows to approximate the equilibrium flows, typically appears in urban transportation problems more general than the traffic assignment problem.

The fundamental difference between the equilibrium flows and the system optimal flows is that at the system optimal flows, some users of the network may incur an unnecessarily high cost, allowing a majority of the users to have a greatly reduced cost. If this reduces the company’s total shipping cost, then this would certainly be optimal. In the urban transportation context, this type of cost reduction does not occur. Each individual user of the network chooses his own path, and he wishes only to minimize his own travel time. In the equilibrium assignment problem, we must find the pattern of traffic flows which results from many individuals competing for transportation between each pair of nodes in the network: that is, the set of flows satisfying the equilibrium conditions (i) and (ii), regardless of what the sum of the individual costs is. However, as is shown in Beckmann (1956) and will be described shortly, the equilibrium problem is equivalent to a mathematical programming problem in the usual sense. Since there is really no central controller to direct the flows in an urban transportation road network, the concept of network equilibrium seems to be an accurate model of the system, and thus the great majority of existing solution techniques are based on the assumption of individual user-based equilibrium.

**A NONLINEAR PROGRAMMING MODEL OF THE TRAFFIC ASSIGNMENT PROBLEM**

Consider a fixed network with $n$ nodes, and assume that nodes 1, 2, …, $p$ are origins and destinations. Define $A$ to be the set of arcs $(i,j)$ in the network. Let $x_i$ denote the total flow along arc $(i,j)$, let $x_{is}$ denote the flow along arc $(i,j)$ with destination $s$, and let $x_{is}$ denote the flow along arc $(i,j)$ with origin $r$ and destination $s$. Obviously, $x_i = \sum_{s=1}^{n} x_{is}$ and $x_{is} = \sum_{i=1}^{n} x_{is}$. Let $A_i(x_i)$ equal the travel time experienced by each user of arc $(i,j)$ when $x_i$ units of vehicles flow along the arc. For example, if arc $(i,j)$ is two miles long, and the speed per vehicle is thirty miles per hour when the volume of flow is $x_i$, then $A_i(x_i) = 4$ minutes. We call $A_i(\cdot)$ the average travel time function for arc $(i,j)$. Here, $A_i(\cdot)$ is an increasing function; it is taken to be nonlinear because of the effects of congestion on the travel time for each user of any arc.

Many different mathematical forms of the average travel time function are in common use throughout the world. The form used in this paper will be the one used in the U.S. Federal Highway Administration traffic assignment models, although other forms could be easily substituted. These functions are shown in Fig. 1: $a_i$ and $b_i$ are empirically determined parameters for each arc which are computed from its length, speed limit, geometric design including number of lanes, and traffic lights (Comsis, 1972). The shape of the average cost function $A_i(\cdot)$ is intuitive. As in the figure, the travel time per user increases very slowly at first; it remains almost constant for low levels of flow. However, as the flow begins to reach the level for which the arc (street) was designed, the travel time experienced by each user begins to increase rapidly. We assume that the $A_i(\cdot)$ are increasing functions with continuous derivatives. This assumption is not all restrictive—the polynomial functions which the Federal Highway Administration use satisfy these properties.

Now define $f_i(x_i) = \int_0^{x_i} A_i(x)\,dx = a_i x_i + \left(\frac{b_i}{5}\right) x_i^5$. Then the optimal flow values for the problem

\[
\text{Min } f(x) = \text{Min } \sum_{i \in A} f_i \left( \sum_{j=1}^{p} x_{ij} \right) \\
= \text{Min } \sum_{i \in A} \left[ a_i \left( \sum_{j=1}^{p} x_{ij} \right) + \left(\frac{b_i}{5}\right) \left( \sum_{j=1}^{p} x_{ij} \right)^5 \right] \\
\text{s.t. } D(j, s) + \sum_{i=1}^{n} x_{is} = \sum_{j=1}^{n} x_{ij} \quad j = 1, \ldots, n \\
\quad \quad \quad \quad s = 1, \ldots, p \quad j \neq s \\
\quad \quad \quad x_{is} \geq 0 \quad (i, j) \in A: \quad s = 1, \ldots, p.
\]

(NLP)

Fig. 1. Travel time functions used in the U.S.F.H.W.A. traffic assignment model.
constitute the equilibrium flows. Problem (NLP) is closely related to the work done by Kirchoff in electrical networks. The proof is based on the Kuhn-Tucker conditions; see Beckman (1956), Le Blanc (1973).

The objective function (1) contains many cross products involving fifth degree terms. There is one constraint (2) for every node \( j \), for every destination \( s \) in the network, \( j \neq s \). There is one variable for each arc, for each destination in the network. Thus if we wish to find the equilibrium on a 500 node, 2,000 arc grid network in which each node is an origin and a destination, then problem (NLP) has 500×499 = 249,500 conservation of flow constraints and 2000×500 = 1,000,000 variables and non-negativity constraints. In this paper, we will present an efficient method for solving such large scale versions of (NLP). First we give a lemma which is fundamental to the remainder of this paper.

**Lemma.** If \( A_0(y) \) is a nondecreasing continuously differentiable function on \([0, \infty)\), then the objective function (1) is convex with respect to the \( x^o_i \) (and the \( x^d_i \)).

**Proof:** It is only necessary to show that each \( f_i \) is convex with respect to the \( x_i = \sum_{i'} x^o_{ii'} = \sum_{i'} x^d_{ii'} \). Then, since \( x_i \) is a linear function of the \( x^{o}_{i'} \) (and the \( x^{d}_{i'} \)), each \( f_i \) will be convex with respect to the \( x^{o}_{i'} \) (and the \( x^{d}_{i'} \)). Now \( f_i(y) = A_0(x_i) \), and since \( A_0 \) was assumed continuously differentiable and nondecreasing—the travel time per user does not get smaller as a road gets more congested—then \( A_0(x_i) = f_i(x_i) \) is non-negative on \([0, \infty)\). Therefore, each \( f_i \) is a convex function of the \( x^{o}_{i'} \) (and the \( x^{d}_{i'} \)). Since the sum of convex functions is convex, the proof is completed.

Therefore, any local optimal solution to (1), (2), (3) is also a global optimal solution, and hence is the desired equilibrium flow. When \( A_0(y) \) is strictly increasing, the objective function (1) is strictly convex with respect to the \( x_i \) but is not strictly convex with respect to the \( x^{o}_{i'} \). Although the optimal solution to the NLP problem above may not be unique, the total flows along each arc at equilibrium (e.g. the \( x_i = \sum_{i'} x^{o}_{ii'} \)) are unique in the strictly increasing case.

**AN ALGORITHM FOR THE NETWORK EQUILIBRIUM PROBLEM**

Now if \( x^1 \) is a set of flows which satisfies constraints (2) and (3), then we can use a first order Taylor's Expansion for the objective function \( f(y) \) to write, for any \( y \),

\[
f(y) = f(x^1) + \nabla f(x^1) \cdot (y - x^1) \quad \text{some} \ \theta \in [0, 1].
\]

Here, the gradient of \( f \) is being evaluated at some point between \( x^1 \) and \( y \). A convenient linear approximation to \( f(y) \) is to let \( \theta \) equal zero

\[
f(y) = f(x^1) + \nabla f(x^1) \cdot (y - x^1).
\]

If we solve the linear programming problem in \( y \)

\[
(P) \quad \min_{y \in \mathbb{R}^p} \nabla f(x^1) \cdot y + [f(x^1) - \nabla f(x^1) \cdot x^1]
\]

getting \( y^1 \) as the optimal solution, then \( y^1 \) is also a feasible solution to (NLP), since the constraints are identical for both problems. Note that the term \( f(x^1) - \nabla f(x^1) \cdot x^1 \) is a constant, so we may omit it from the linear programming problem. The direction \( d^1 = y^1 - x^1 \) is then a good direction along which to minimize \( f \) (Zangwill, 1969).

Since the feasible region (2), (3) is convex, any point on the line segment between \( x^1 \) and \( y^1 \) will also satisfy the constraints. Thus to minimize \( f \) in the direction \( d^1 \), we solve the one dimensional problem

\[
\min_{x \in [0, 1]} f(x^1 + \alpha d^1)
\]

It is well known that a Bolzano search is an efficient technique for solving this problem (Zangwill, 1969). After solving the one dimensional problem, we get a new feasible point, \( x^2 \).

**Lemma.** \( \lim x^k = x^* \), where \( x^* \) is optimal for (NLP).

See Zangwill (1969) for a proof of this. This algorithm of iteratively solving one dimensional searches and linear programming problems which minimize successively better approximations to \( f \), near \( x^* \) is known as the Frank-Wolfe algorithm. One nice aspect of this algorithm is that at every iteration we have a lower bound on the optimal value of the NLP problem. By convexity, we have

\[
f(x^*) \approx f(x^1) + \nabla f(x^1) \cdot (x^* - x^1)
\]

where \( x^* \) is the optimal solution, and \( x^1 \) is the feasible solution at iteration \( k \). Also, we have that

\[
f(x^*) + \nabla f(x^1) \cdot (x^* - x^k) \approx f(x^1) + \nabla f(x^1) \cdot (x^k - x^1)
\]

since \( y^k \) minimizes \( \nabla f(x^1) \cdot y \) for every feasible \( y \). Therefore \( f(x^k) + \nabla f(x^1) \cdot (x^k - x^1) \) is a lower bound on \( f(x^*) \) for every \( k \). One possible stopping criterion is to stop when the current functional value is within a given epsilon of this lower bound.

Unfortunately, if we wish to find the equilibrium on the 500 node network mentioned above, then the problem (NLP), and consequently each subproblem, has a prohibitively large number of constraints and variables. Not only are the linear programming subproblems apparently unsolvable, but also the 1,000,000 variables in the example present a serious challenge for the one dimensional search. Even a highly efficient technique such as the Bolzano search will require a considerable amount of time, and yet larger networks are not uncommon in an urban context.

We will now develop an efficient algorithm for solving the linear programming subproblem (P) and the one dimensional searches of the type in (6). After developing the algorithm, numerical results will be presented. Omitting the constant terms in the objective function in
(P), we have
\[ \min \nabla f(x^*) \cdot y = \min \sum_{i \in A} \frac{\partial f(x_i)}{\partial x_i} y_i. \]

Now let us look at \( \nabla f(x) \). We see that
\[ \frac{\partial f(x)}{\partial x_i} = \frac{\partial}{\partial x_i} \sum_{j \in A} f_j(x_{ij}) = \sum_{j \in A} \frac{\partial f_j(x_{ij})}{\partial x_{ij}} \cdot \frac{\partial x_{ij}}{\partial x_i} = \sum_{j \in A} \frac{\partial f_j(x_i)}{\partial x_i} \cdot \frac{\partial x_i}{\partial x_i} \]
where \( x_i = \sum_{j \in A} x_{ij} \). The second equality is true because all of the cost functions except \( f_i \) are independent of \( x_i \). The third equality is an application of the chain rule. Clearly, \( \frac{\partial x_i}{\partial x_i} = 1 \). Therefore, we have that
\[ \frac{\partial f(x)}{\partial x_i} = A_i \left( \sum_{j \in A} x_{ij} \right) \]

by definition of \( f_i \) and continuity of the \( A_i \). Notice that this is independent of \( s \). Now define
\[ c_i = A_i (x_i)_1^{2 \infty} \]
This is the average time or cost on arc \((i, j)\)—the time experienced by each user of arc \((i, j)\)—when the flow in the network is equal to the fixed amount \( x^* \). The linear programming subproblem is then
\[ \begin{align*}
\min & \sum_{i \in A} c_i y_i \\
\text{s.t.} & \sum_{j \in A} y_i = \sum_{j \in A} y_j = D(i, j) \quad j = 2, 3, \ldots, n \\\n& -\sum_{i \in A} y_i + \sum_{i \in A} y_j = D(i, j) \quad j = 1, 2, \ldots, n, \quad j \neq s \\
& -\sum_{i \in A} y_i + \sum_{i \in A} y_j = D(i, j) \quad j = 1, 2, \ldots, n, \quad j \neq p
\end{align*} \]

where \( n \) is the number of nodes in the network. There are no linking constraints at all in this problem: the variables within any block do not interact with the variables in any other block. Therefore the problem reduces to \( n \) separate linear programming problems: by solving each “block” problem separately from the others, we get a feasible solution to the linear programming problem, and thus the lower bound (7) is achieved.

An additional important simplification occurs due to the structure of each of the above blocks. We can think of the problem in block \( s \) as minimizing total shipping cost from every node in the network to node \( s \), where \( c_0 \) is the constant shipping cost of arc \((i, j)\). It is not necessary to use the simplex method to solve the problem—this is the simplest of all transportation problems. Using the \( D(i, j) \) as quantities to be shipped from node \( i \) to node \( j \), we can find the shortest route between nodes \( j \) and \( s \), for all \( j \). Since there are no capacities on any of the arcs, we send all of the quantity \( D(i, j) \) along this shortest path. Since the shortest route algorithm due to Dijkstra (Dreyfus, 1969) finds the shortest route between any given node and all other nodes, the optimal solution for block \( s \) can be found by solving one shortest route problem. Certainly the above procedure does not violate the conservation of flow requirement (5) or the non-negativity requirement. This procedure is summed up by the following theorem.

**Theorem:** At each iteration \( k \) of the Frank-Wolfe algorithm the optimal solution to subproblem \( k \), problem (P), is given by \( y_i^k = \frac{D_{r,s}^k}{\sum y_{ij}^k} \), where
\[ D(r, s) \text{ if arc } (i, j) \text{ is on the shortest path between } r \text{ and } s \text{ using the } c_0 = A_i (x_i)_1^{2 \infty} \text{ as the lengths of the arcs } (i, j), \]
\[ 0 \text{ if arc } (i, j) \text{ is not on the shortest path.} \]

**Proof:** Assume that at the optimal solution to the subproblem, all the flow does not follow the minimum path or least cost path between at least one origin-destination pair; let this pair be \( r \) and \( s \). If we change this flow so that all of the flow does follow the shortest path, then we get a smaller cost for this origin-destination pair. Since all costs are linear in the subproblems, adding additional flow to any arc has no effect on the cost of
other users. Their unit cost is \( c_{ri} \) independent of the level of flow on the arc, so their total cost remains the same. We then have a smaller value of the objective function, contradicting the assumed optimality. Observe that with this approach to solving the sub-linear programming problem (7), we do not have to write out any of the tens of thousands of conservation of flow and non-negativity constraints. The constraints are implicitly satisfied—we simply observe that we have the best solution which satisfies them. Conservation of flow is satisfied by definition of a path between two nodes; obviously this procedure does not yield negative flows.

Thus we can solve the NLP problem by a sequence of shortest route problems and one dimensional searches. Since the subproblems are linear, all of the existing theory of network decomposition (Hu, 1970) can be used to solve the shortest routes in each subproblem. It is appropriate to point out at this juncture that the algorithm is similar to that of Brunnhofer, Gibert and Sakarovitch (1968), although the means of developing it and the details differ.

An initial set of feasible flows is required to begin the algorithm. Fortunately, in a problem such as this one, it is relatively easy to get a good starting solution; we may estimate the equilibrium flows (i.e. the optimal solution to (NLP)) by dividing the flow required for each origin-destination pair among several promising routes between the origin and destination. In general, the better this initial estimate of the equilibrium point is, the fewer the number of iterations required will be. Since we are more interested in the optimal flows than the optimal value to the (NLP) problem, the best stopping rule is to stop when the maximum percentage change between the components of two consecutive flow vectors is less than some specified amount. In summary, the algorithm is as follows; we begin with the index \( k = 0 \).

1. Let the current feasible solution be \( x^k \).
2. Compute \( A_k(x_k) \), \( s_k = c_{ri} \). Set \( y_i = 0 \), all \( (i, j) \). Set \( s = 1 \).
3. Find the shortest route between every node in the network and node \( s \) (i.e. solve one shortest route problem) using the \( c_{ri} \) as distances.
4. For each origin \( r \) in the network, perform the Fortran operation \( y_i = y_i + D(r, s) \) for every arc \( (i, j) \) on the shortest route between node \( r \) and node \( s \).
5. If \( s \) is not equal to the number of destinations, set \( s = s + 1 \) and go to step 3; otherwise go to step 6.
6. Now the \( y_i \) are the solution to subproblem \( k \). Denote by \( y^* \) the vector of the \( y_i \). Minimize the function \( f \) along the line segment between \( x^k \) and \( y^* \), using a one-dimensional search technique. Let the minimizing point be \( x^{k+1} \).
7. Test the stopping criterion, and go to step 2 if it fails.

As stated previously, the exceeding large number of decision variables in this problem can cause computational difficulty in step 6. The number of variables will usually number approximately one million on a 500 node network. However, only the variables \( x_{ri} = \sum_{j=1} x_{ri} \) affect the objective function; the objective function is uniquely determined by \( \sum_{i=1} x_{ri} \); regardless of the values of the individual \( x_{ri} \). Obviously, the \( x_{ri} \) are far fewer in number than the variables \( x_{ri} \). Each time we solve the subproblem (7) in \( y \), we can find the optimal \( y_i = \sum_{j=1} y_{ij} \) without storing any of the \( y_{ij} \) by using counters, \( y_{ij} \), to store the cumulative flow on each arc. We do this in the following manner. First compute the \( y_{ij} \) by sending the flow from each node to node 1 along the shortest paths. Next perform the Fortran operation \( y_i = y_i + y_{ij} \) for all arcs \( (i, j) \) in the network, and then compute the \( y_{ij} \). We again increment the counters, and repeat the process, computing \( y_{ij} \), \( y_{ij} \), \ldots, and then \( y_{ij} \), incrementing \( y_{ij} \) each time. This procedure gives the optimal \( y_{ij} \) for (7), although the optimal \( y_{ij} \) will not be known. Given these \( y_{ij} \), the one dimensional search will yield new values for the flows by solving the problem (6).

After performing this one-dimensional search, we will not know the values of the \( x_{ri} \), but only the values of the total flow, \( x_{ri} \). But we do not need the \( x_{ri} \) in implementing this algorithm, since the \( x_{ri} \) alone uniquely determine \( V_f(x^{k+1}) \), the new vector of arc lengths for solving (7) again. Using this procedure on the 500 node, 2,000 arc network discussed above, the one dimensional search need only work with 2,000 variables instead of 1,000,000. This is a significant improvement—a Boltzmann search of a polynomial function of 2,000 variables takes less than half a second on the CDC 6400.

It is important to realize that solving the NLP (1), (2), (3) with any straight forward algorithm would certainly require storing each individual decision variable, \( x_{ri} \). These variables \( x_{ri} \) had to be introduced in the NLP to assure that the correct number of units flowed between each origin-destination pair. Multi-commodity conservation of flow equations require that flow be identified by its ultimate destination. By exploiting the structure of the NLP explicit consideration of each decision variable was obviated. Thus this (NLP) problem can be solved by the procedure developed above without ever writing down any of the tens of thousands of constraints and without ever storing the values of the individual decision variables.

**DISCUSSION AND COMPARISON OF THE ALGORITHM**

A common problem in any algorithm which utilizes derivatives of a function is the excessive computation time required to precisely calculate these derivatives. In this particular model, the problem is non-existent—since we are minimizing the integral of the average cost function, the derivatives are explicitly available. In fact, they are easier to compute than functional values, since they contain only fourth powers, and the objective function contains fifth powers. Accuracy is limited only by the accuracy of the actual parameters, \( a_i \) and \( b_{ri} \), input to the model.

Another difficulty inherent to feasible direction algorithms such as the Frank–Wolfe occurs when the objective function assumes a minimum point in the interior of the feasible region. If \( x^* \) is an interior minimum point, then \( V(x^*) = 0 \). In a small neighborhood of \( x^* \), the individual components of the gradient, because they are often near zero, may oscillate positive and negative. Thus the geometric direction indicated by the gradient may
change very rapidly as the sequence of points nears the optimal solution. This can cause the points to zigzag around the optimal solution, retarding the speed of convergence. Fortunately, the gradient of the objective function (1) will not be zero at the optimal solution, since the function is strictly increasing and has no stationary point in the feasible region. Thus the NLP (1), (2), (3) appears to be well suited to a feasible directions approach.

In very large linear programming problems, there is frequently a certain amount of round-off error introduced into the optimal solution given by the simplex method. This type of error is primarily caused by multiplication and division operations. The error should be almost non-existent in the solution given by the theorem above, since shortest route algorithms typically require only addition and comparison operations.

The most time consuming portion of the algorithm described above is in finding all shortest paths in the network, i.e. in solving subproblem (P). We solve subproblem (P) to determine a direction in which to minimize the objective function (1). It is intriguing to note that the computational requirements of (P) are identical to one iteration of one of the most common simulation traffic assignment procedures used today. This is the iterated capacity restraint algorithm (Comis, 1972; Hershmov, 1966). The rationale behind this simulation procedure is taken from a game theoretic interpretation of the network equilibrium problem. Associated with each origin in the network is a player who tries to choose a set of routes such that the correct number of vehicles will travel from his origin to each destination at minimum travel time for the vehicles associated with his origin. Since vehicles from the various origins interact, the travel times as seen by a given player depend on the actions of the other players. Thus an iterative technique is used to determine the equilibrium flows in the network. Each player chooses his routes in turn; after all the players have made their decisions, the resulting travel times are revealed to all the players, and they again take turns in revising their routes (Hershmov, 1966).

The computational requirements of this rather colorful interpretation of the network equilibrium problem are as follows. At each iteration of the procedure, the length of each arc is computed as the average travel time function evaluated at the current flow level on the arc. Next, shortest routes between each origin and destination are determined so that each player can direct his vehicles along the shortest path to their destination. The algorithm developed in this paper also iteratively computes the length of each arc as the arc's average travel time function evaluated at the current flow on that arc and finds all shortest paths. The fundamental difference between the two procedures is that our proposed algorithm minimizes the objective function along this generated direction to compute a new vector of flows. The simulation procedure in Hershmov (1966) on the other hand, uses this n-dimensional direction itself as a new vector of flows. This leads to completely distinct flow vectors. These two approaches to the network equilibrium problem are fundamentally different: one is a simulation technique based on heuristic assumptions about the system; it frequently does not converge. The other is a rigorous application of a convergent algorithm to an NLP problem whose optimal solution is proven to be the equilibrium. Nevertheless, the only difference in computational requirements is in the one dimensional search, a negligible procedure.

**Numerical Results**

The algorithm developed above was programmed in Fortran on a CDC 6400 computer; a small test network of ten arcs and four nodes was used for debugging purposes. Each of the four nodes was considered to be an origin and a destination. The network, trip table, and travel time functions were chosen so that the equilibrium flows could be calculated by hand. The (NLP) problem for this network consisted of 40 variables \( x_{ij}^s, s = 1, 2, 3, 4 \) for each of the ten arcs; \( 4 \times 3 = 12 \) conservation of flow constraints; and 40 non-negativity constraints. Ten iterations of the procedure were required to yield a vector of flows with each component accurate to 5% of its true value. Computing time (central processing unit) was approximately one second.

The algorithm was then run on the 76 arc, 24 node network in Fig. 2. The trip table and parameters for the average travel time functions are given in Table 1. The (NLP) problem for this network had 1,824 variables: \( x_{ij}^s, s = 1, 2, \ldots, 24 \), for each of the 76 arcs. \((24) \times (24) = 552\) conservation of flow constraints; and 1,824 non-negativity constraints. Since this is a general nonlinear programming problem, it is impossible to determine the exact solution in a finite amount of time. However, Table 2 shows the sequence of flow vectors generated: there are 76 components, one for each arc. After 20 iterations, only 2 variables changed by more than 5%; the majority changed by less than 2%. Thus the vector \( x^0 \) appears to be a highly accurate estimate of the equilibrium solution. Computing time for twenty iterations, excluding 3 seconds of compilation time, was nine seconds. If the termination rule had been to stop when the maximum percentage change in components was less than 8%, the procedure would have terminated after 16 iterations.

---

**Fig. 2. Test network for the equilibrium problem.**
After sixteen iterations, the maximum percentage change in the components was 7.7%; computing time was seven seconds.

Each subproblem for this network decomposed into 24 shortest route problems. Since every node is both an origin and a destination, all shortest routes in the network are required, and the multi-terminal shortest route algorithm of Floyd (Dreyfus, 1969) was used.

A very encouraging result was the extremely small computing time for solving (NLP). This same problem for the 76 arc, 24 node network was also solved by linearizing the objective function (1) and using the OPTIMA linear programming package for the CDC 6400. Computing time was significantly higher—11 minutes and 40 seconds.

Equally encouraging was the very small increase in the number of iterations required by the Frank–Wolfe algorithm for the two example problems above. In Table 3 we see that there were 12 conservation of flow constraints and 40 non-negativity constraints for the first network.

The larger network resulted in 552 conservation of flow equations and 1,824 variables and non-negativity constraints. Nevertheless, the required number of iterations increased from 10 to only 16 or 20. The number of iterations appears to be related to the number of nodes in the underlying network rather than the number of constraints in the NLP problem. Increasing the number of nodes by a factor of 6 doubled the number of iterations; this suggests that the algorithm probably would be efficient for problems as large as several hundred nodes.

CONCLUSION

The primary significance of the solution technique developed in this paper is that it requires only the solution of a sequence of shortest route problems (computing time...
<table>
<thead>
<tr>
<th>Nom of X Sub 1</th>
<th>Minus X Sub 2</th>
<th>Equals 49.18</th>
<th>Maximum percentage change of components is 0.78 percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.2</td>
<td>21.5</td>
<td>15.9</td>
<td>9.4 2.9 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
</tr>
<tr>
<td>13.8</td>
<td>18.8</td>
<td>14.4 2.6 14.8 14.3 9.7 16.3 16.7 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>22.9</td>
<td>19.3</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.0</td>
<td>16.5</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.4</td>
<td>16.9</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.9</td>
<td>17.5</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>13.8</td>
<td>18.8</td>
<td>14.4 2.6 14.8 14.3 9.7 16.3 16.7 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.2</td>
<td>19.4</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.4</td>
<td>16.9</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.9</td>
<td>17.5</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>13.8</td>
<td>18.8</td>
<td>14.4 2.6 14.8 14.3 9.7 16.3 16.7 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.2</td>
<td>19.4</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.4</td>
<td>16.9</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
<tr>
<td>19.9</td>
<td>17.5</td>
<td>15.9 9.4 14.5 14.1 9.4 17.4 16.6 16.9 16.2 19.7 19.4 26.6 24.2 5.2 18.0 21.0</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Sequence of vectors of flow on the 76 arcs of Fig. 2 (computer output)**

- **Norm of X Sub 2 Minus X Sub 1:**
  - Equal to 49.18
  - Maximum percentage change of components is 0.78 percent
  - Values vary from 17.2 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 3 Minus X Sub 2:**
  - Equal to 20.42
  - Maximum percentage change of components is 46.5%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 3 Minus X Sub 2:**
  - Equal to 15.67
  - Maximum percentage change of components is 39.4%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 4 Minus X Sub 3:**
  - Equal to 21.05
  - Maximum percentage change of components is 50.0%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 5 Minus X Sub 4:**
  - Equal to 33.71
  - Maximum percentage change of components is 32.1%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 6 Minus X Sub 5:**
  - Equal to 100.00
  - Maximum percentage change of components is 100.0%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 7 Minus X Sub 6:**
  - Equal to 4.44
  - Maximum percentage change of components is 41.1%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 8 Minus X Sub 7:**
  - Equal to 9.04
  - Maximum percentage change of components is 9.8%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 9 Minus X Sub 8:**
  - Equal to 4.08
  - Maximum percentage change of components is 35.4%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 10 Minus X Sub 9:**
  - Equal to 6.10
  - Maximum percentage change of components is 16.3%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 11 Minus X Sub 10:**
  - Equal to 5.42
  - Maximum percentage change of components is 15.0%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 12 Minus X Sub 11:**
  - Equal to 5.42
  - Maximum percentage change of components is 15.0%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 13 Minus X Sub 12:**
  - Equal to 4.52
  - Maximum percentage change of components is 13.6%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 14 Minus X Sub 13:**
  - Equal to 1.39
  - Maximum percentage change of components is 9.6%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 15 Minus X Sub 14:**
  - Equal to 4.48
  - Maximum percentage change of components is 11.4%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%

- **Norm of X Sub 15 Minus X Sub 14:**
  - Equal to 5.21
  - Maximum percentage change of components is 7.7%
  - Values vary from 21.3 to 13.8
  - Percentages range from 15.9% to 9.4%
Table 3. Test problem characteristics and solution times

<table>
<thead>
<tr>
<th>Problem</th>
<th>Conservation of Flow</th>
<th>Variables (non-negativity constraints)</th>
<th>Iterations for 5% Accuracy</th>
<th>Computing Time (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>12</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>76</td>
<td>552</td>
<td>1824</td>
</tr>
</tbody>
</table>

for the one dimensional searches being insignificant). The computing time for finding an approximate solution to the equilibrium problem was less than that required by the simplex method by orders of magnitude even on a fairly small network. For larger problems the savings would be even greater, since for multi-commodity network problems the number of constraints grows as the square of the number of nodes in a network. At no time are any of the conservation of flow and non-negativity constraints used explicitly in this technique. It is well known that shortest route problems on networks with several hundred nodes can be efficiently solved. Also, preliminary computational results indicate that the number of shortest route subproblems (i.e. the number of iterations) for a network equilibrium problem with several hundred nodes will not be excessive. Thus the solution approach appears very promising for large network equilibrium problems.
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