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OPTIMAL ISSUING POLICIES IN INVENTORY
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WILLIAM PIERSKALLA
Case Institute of Technology

The general inventory depletion problem can be described as the problem
of finding an issue policy which maximizes or minimizes a prescribed function
when the inventory itself is changing in quality over time. Earlier authors
writing on this subject have placed many restrictive assumptions on the model.
The assumption of one demand source withdrawing items from the stockpile
i8s removed and the case of several demand sources is considered. Next, it is as-
sumed that there is a constant penalty cost, p, each time an item is issued. It
can be described as an installation or work stoppage cost. Finally, the assump-
tion that the field life, L(8), is a concave or convex function is removed. A more
general type of function is considered. L(8) is a concave nonincreasing function
for8 £ [0, t] and L(S) = L(t) = ¢ > 0for 8 = ¢{. When L(S) has this form, it pro-
vides a good approximation to the general decreasing S-shaped curve. In all of
the foregoing cases, optimal policies or bounds on the optimal policies are pre-
sented.

The general inventory depletion problem can be described as the problem of
finding an issue policy which maximizes or minimizes a prescribed function when
the inventory itself is changing in quality over time. The change in quality may
be either an appreciation or a deterioration of the useful life, the field life, of
each item in the inventory as long as the item remains in the stockpile. An issue
policy is a selected order of issue of the items in the stockpile when demands for
the items are made from the field.

In order to be more specifie, the particular depletion model discussed is char-
acterized by: (1) At the beginning of the process, a stockpile has n indivisible
identical items of varying ages S; < S; < -+ < S, where S; > 0. The ages
S; are called the initial ages of the items. (2) Each item has a field life L(S)
which is a known non-negative function of the age S of the item upon being
issued. (3) Items are issued successively until either the entire stockpile is de-
pleted or the remaining items in the stockpile have no further useful life, i.e.,
L(8) = 0 for the remaining items. (4) No penalty or installation costs are asso-
ciated with the issuance of an item from the stockpile. (5) New items are never
added to the stockpile after the process starts. (6) An item is issued from the
stockpile only when the entire life of the preceding item issued is ended. (7) At
the beginning of the process each item has positive field life, i.e., L(8:) > 0 for
alli=1,2, .-, n.

The objective is to find the issue policy which maximizes the total field life
of the stockpile. An issue policy which achieves this maximum is called an optimal
policy. -

* Received January 1966.
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Since L(S) must be nonnegative, then when L(S8) is a decreasing function of
S and L(0) > 0, we say Sy £ + » is a truncation point for L(S) if and only
if So = inf {Sef0, )| L(S) = 0} and then L(S8) is redefined [13] to be

L(8S) =L(8) >0 for all S [0, So)
=0 for all S= 8

From a practical point of view, it makes little sense to permit L(S) to be
arbitrarily large for some S. Hence it is assumed that there is some number
I < o such that L(8S) < k for all S of interest. If L(S) = 1/8 we will assume
this L(S) applies only to those S > 0 such that L(8) = 1/8 < k. Then if a
finite number, n, of items are issued by any policy A, the total field life, @, , is
bounded by 0 < Q4 < nk = K for all policies A and any n items
0=8<8<---<8,.

'Multiple Demands on the Stockpile and Bounds on the
Optimal Policy

The model contains the implicit hypothesis that there is only one demand
source withdrawing items from the stockpile. Except for Zehna [13] and Eilon
[4], the previous work done on the deterministic inventory depletion model
necessarily requires this single demand source assumption. They, however,
proved that when L(8S) = aS + b (b > 0 > a > —1), FIFO is optimal forone
or more demand sources. In addition, Zehna showed that if L(S) is either a
convex or a concave differentiable function with L'(8) < —1, LIFO is optimal
for one or more demand sources.

In this section the assumption of a single demand source is removed. The
number of demand sources requesting items from the stockpile is denoted by the
letter “»” (v is an integer 1 < » < n). We do not consider » > n since the policy
of issuing the n items to n demand sources cannot be improved. The demand
sources will be denoted by My, M,, --- , M, .

Assumption (6) is modified as follows: (6)" An item is issued from the stock-
pile whenever any demand source has consumed the entire useful field life of the
item previously issued to it. If two or more demand sources request a new item
at the same time, the new items will be issued to them in the same order as they
received their last previously issued items.

A policy is said to be feasible if a demand on the stockpile is always satisfied,
provided the stockpile is not empty. It is easily shown that any policy which is
not feasible must yield a lower total field life than some feasible policy.

It will be useful to define the notation which is used to describe a policy: (1)
List the items assigned to a particular demand source in their order of use from
the first item used until the last item used, and (2) separate the items for differ-
ent demand sources by a semicolon. For example, a policy A can be described as
follows:

A= [Slla Sl?) ,Slil;’gﬂ, >S2i2 > ;Svla e 7SM"]-
Note that Y j=1¢; = n if all items are assigned. It is obvious that the choice of
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My, My, ---, M, for the particular assignment of items above was arbitrary.
Hence the »! policies obtained by permuting the M/’s are equivalent policies in
the sense that the total field life obtained from the n items is unchanged regard-
less of how the demand sources are labelled.

It is assumed that the process begins by issuing » items, one to each My, M, ,

, M, . Furthermore, we will say that L(S) has property Q if L(S) is a con-
tinuous nonincreasing function for0 < S £ Sgand L™(S) = —1for0 < S < 8,.

The following lemmas will be used in proving the theorems of this section. The
lemma proofs are in the Appendix.

Lemma 1.1: Let L(S) have property . Let » = 1.1f the ltems in the stockpile
are issued according to FIFO, the field life of any item at the time of issue is
strictly positive.

Lemma 1.2 gives the ordering of items by FIFO when » > 1 and L(S) has
property €.

Lemma 1.2: Let L(8S) have property Q. Let » = 1. Then starting from the
oldest item S, , FIFO assigns every »* item to the same -demand source, i.e.,
without loss of generality we can arbitrarily let M, receive S,, M, receive
Su-1, ete., to start, then demand source M ; receives items indexed by n — kv
—Jj+1lforallj=1,..- vandfork = 0,1, 2, --- until all items have been
assigned. Conversely, if the assignment of items is as given above, then the
assignment is FIFO.

There is an interesting corollary to this lemma which states exactly how many
items each demand source receives under FIFO.

Corollary 1.1: Let L(S) have property Q. If FIFO is used to assign the n
items to » = 1 demand sources, then demand source M; receives . exactly
[(n —7)/v} + litems (j = 1, -- -, ») where [z] denotes the greatest integer <z.

Lemma 1.3: Let L(S) have property ©. Let » = 1. Consider two sets of n
items with the following characteristics:

I={8,---,8 |8 <8u<S8 foral ¢=1,---,n— 1}
IT =8, - ,8.|18:<84<8 forall ¢=1,---,n— 1}
and 8; £ §';foralls = 1, --- , n. Denote by Qr(n, ») and Q'»(n, ») the total

field life by FIFO issuance of the n items to the » demand sources with the items
from Sets I and IT respectively. Then

Qr(n, v) Z Q'r(n, »).

Lemma 1.4: Let L(S) be concave and have property Q. Let » = 2andn = 3
or n = 4. Then FIFO is the optimal issue policy.

As Zehna points out, the extension of the results for » = 1 to the case » Zz 1
when L(S) is concave nonincreasing is not a simple matter. He gives a counter
example to show that such an extension is not possible in general.

Presented below are a set of theorems which provide upper and lower bounds
on the optimal policy when » > 1 and L(8) is concave nonincreasing for § < S, .
These bounds for the optimal policy coincide with the bounds for the FIFO
policy for the same 7 items and » > 1. Since we have not in general been able to
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find the optimal policy analytically, FIFO may be used as a good approximation
to the optimal policy.

Define Qx., and Q#(n, ») as the total field life obtained from = items and » de-
mand sources when an optimal policy and a FIFO policy are followed, respec-
tively.

Theorem 1.1: Let L(S) have property Q. Let » 2 1. Then

(1) Qr < Qnn forany v =1,---,n — 1.

(2) Qr(n, ») < Qe(n, v+ 1) forany» = 1,---,n — 1.
If one item is added to the initial stockpile prior to the issuance of any item, then

(3) Qrv < Qniry

(4) Qr(n, v) £ Qe(n + 1, »).

Proof: Only parts (1) and (2) will be proved. The proofs for parts (3) and
(4) are similar, although not quite identical with (1) and (2).

Part (1): Let A be the optimal policy which achieves Q5,,. Now n > » im-
plies that at least one demand source receives more than one item (or n — »
items deteriorate to zero in inventory in which case it is obvious that Qx,, <
Qr.,+1). Consider a feasible policy B,41 of the form: use policy A for demand
sources M, --- , M, except assign the last item of policy A to demand source
M, . Since the last item is assigned at an earlier time than under policy A4, the
total field life of B, is greater. If M ,,; requires a second item, assign the next
to last item of policy A to M ,;; . Continue this method until all items are feasibly
assigned. But the items assigned to M .1 have a greater total field life than under
policy 4, and since the field lives of the other items are unchanged,

Qo < Qs(m, v+ 1) £ Qria.

Part (2): By Lemma 1.1 (applied to each demand source separately), the
FIFO issuance of the n items in the stockpile results in each item having positive
field life on issuance under either F,,, or F,, .41 .

Let L(8; + z:) and L(S; + y:) forz = 1, - - - , n be the field life on issuance
of item 8; under policies F,,,, and F,,,41 , respectively. We will show L(S; + y.)
=z L(S; + z.), but since L(-) is nonincreasing, it is only necessary to show
x; = y; for all 4.

Case1: ie{n — v,n — v+ 1, ---, n}. Then y; = 0, and since z; = 0, we
have z; = y;.

Case 2: 1 £ 7 =n — v — 1. Using Lerama 1.2, for all 7, z; and y; have the
following policies

F(z:) = [Sittr s Sivie—vyp, =+ Siz]
F(y) = [Sitstwsr) » Sivtev040 5 **+ 5 Siqwal-

Now s £ t since by Lemma 1.2 every »** item is assigned to the j** demand

source (say M ; received S;) under F,,, and every (v 4+ 1)* item is assigned
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under F, ,.1 . Hence, when the F, , policy is followed, the demand source which
receives S; will have already received more (or equal) items than the demand
source which receives S; under F, ;41 .
Furthermore, 7 4+ gv < 72 4+ g(v + 1) = Sitgp < Siqqoyp forall g = 1, 2,
-, 8. Now consider the FIFO policy of issuing only the s items Siy,, -+,
Si4s» and denote this policy by 4, i.e.,

A = [8i4er, Sixe-1r, -+ 5 Siwa)e

Hence, by Lemma 1.3, Q4 = ;. Furthermore, since s =< ¢, then by part (4) of
this theorem and Corollary 1.1, @4 £ ;. Thusz; = y;fors =1, --- ,;n —» — 1.

Q.ED.
Corollary 1.2: Let L(S) have property Q. Let v = 1.
(1) Qry < Qnovin forany v+ M = n
(2) Qr(n, ») < Qe(n, v+ M) forany »+ M = n.

If M = 1 items are added to the stockpile prior to the issuance of any of the
items, then

(3) Qrr < Qnin
(4) Qr(n, ) = Qr(n + M, »).
Theorem 1.2: Let L(8S) be concave and have property Q. Let » = 1. If

[2(n 4+ 1)] £ » £ n, then any feasible policy which assigns more than two items
to any demand source has a lower total field life than some policy which assigns
at most two items to each demand source.

Proof: The proof will be outlined briefly.

Since » is an integer =% times the number of items in the stockpile, then when
¢ demand sources have k; > 2 items assigned to them, there are at least
> i (k; — 2) demand sources which have only one item assigned to them (since
all demand sources must have at least one item by the initial assignment).

Consider one demand source with k; > 2 items and k; — 2 demand sources
with only one item each. The same procedure will apply to all other demand
sources with k; > 2 items assigned to them. Let 7 > 2 items be assigned to M .
In particular, let these items be denoted by Sk, < Sk, < --+ < Si; . Let M;be a
demand source with only one item assigned to it. It is easily shown that the
total field life to these two demand sources is improved if the S;’s are issued
in FIFO order.

Therefore, if we let policy A be 4 = [Si;, -+, Sk, , Sky; Sil, then Q4 = Qy
where Q, is any arbitrary feasible policy.

The theorem then follows since it can be shown that if S;; < 8, , then

policy D = [Sk; , Sk;_ys -+, Skss Sky 5 Sks » Sj) results in a greater total field
life than policy A. And if S;, > Sk, , then policy
C= [Ski y Sk;_l y "t Sks ’ Six ;Skz ) Sk:]

results in a greater total field life than policy 4.
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This reduction process continues in the same manner as above until all demand
sources have at most two items assigned to them. Q.E.D.

Theorem 1.3: Let L(S) be concave and have property Q. If [3(n + 1)] =
v £ n, then FIFO is the optimal issuing policy.

Proof: Note that FIFO is feasible and that FIFO issues all n of the items, i.e.,
none of the items deteriorate to zero in the stockpile.

We will now show that an optimal policy for the conditions given in this theo-
rem also must issue all of the items. This last statement is proved by contradic-
tion. Assume that the optimal policy allows at least one item, say S;, to expire
in the stockpile. Then since [(n 4+ 1)] £ » < n there is at least one demand
source which receives only one item, say S;. In adition S; < 8; or else by
Lemma 1.1, S; would have positive field life upon the consumption of S;, i.e.,
S; + L(S:) < 8o, and 8; would then be issued. Thus, assume S; < §;. Now by
Lieberman [9] Theorem 3, we have L(8;) + L(S; + L(S;)) = L(8:) where
equality holds only if L'(S) = —1 over the range of S; and S;, and strict in-
equality holds at all other times. Therefore, letting S; deteriorate to zero in the
stockpile can not be optimal. We obtain a contradiction to the assumption of
optimality. However, S; was a general item which deteriorated in the stockpile;
‘thus the contradiction obtained applies to all S;, and the optimal policy must
issue all n items. :

Thus, the optimal policy as well as the FIFO policy issues all items in the
stockpile. Thus we restrict our attention to looking at those policies which issue
all n items. Let 4 be one of these policies, and consider any two demand sources
M and M ; under policy A.

Case 1: M, receives S;, , Si, ; M ; receives S;,, S;, .

Case 2: M receives 8,, ; M ; receives S;, , Sj, -

Case 8: M, receives 8S;, ; M ; receives S;, .

If the items are not assigned to M; and M ; according to FIFO, then the total
field life can be increased by a FIFO assignment. By Lemma 1.4, FIFO is optimal
forn =3 or4, v = 2.

Thus, the total field life from all demand sources can be improved until every
demand source has a FIFO ordering of its items relative to every other demand
source. We will call such an ordering a pairwise-FIFO ordering. Any other
ordering results in a lower total field life, hence pairwise-FIFO is optimal.

We must now show that pairwise-FIFO is the same as FIFO for the total
assignment of the n items to the » demand sources. Assume the items are in
pairwise-FIFO order. Now relabel the demand sources such that M, receives
item S, , M,_; receives item S,_1, - -+, M, receives item S,_;41, - -+, M re-
ceives item S,_,41 . This relabelling is possible since no two of the items S, , - - - ,
S._»11 can be assigned to the same demand source under pairwise-FIFO. Now
consider the demand source M, which has the two items S,—;41 and S;, assigned
to it, forany p = 1, - -, ». We must show that S;; = S.—,—i41 ; then by Lemma,
1.2, we have a FIFO ordering for the total assignment (since p was arbitrary).
The proof of S;, = S,_,_in1 is by contradiction. Assume S;; # Sp—veiqs -

Case 1: S;; > Sp—s_isa. From above S; > S,_,41 and since Sy, > Sp_veiqa,
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there are at most ¢ — 2 items, with initial life greater than S,, , which are avail-
able for assignment to demand sources M, , -+ , My . Now M, , --- , M, are
the first # — 1 demand sources to consume their initial items, hence, some item
S; < 8. must be assigned to one of these ¢ — 1 demand sources, say demand
source M,,; (7 = 1). Then the pairwise ordering for M, and M, ; is

[Sn_i+1 ’ Sil 3 Sn-—i+1+:i s ‘Sh];

but Sp—iz1 < Sp—izis; and S;, > S, is not a FIFO ordering, hence we obtain a
contradiction to the assumption of pairwise-FIFO. Therefore S;, » Sa-v—is1 .

Case 2: Si < Sp_p—iz1. A similar argament shows S;; € Sa_y—iy2 . Thus
Sil = Sn—v—i+1 . QED

Addition of Penalty Costs

The removal of assumption (4) which states that there are no penalty costs is
important not only because it is often the case in practical situations where
there is an installation or work-stoppage cost, but also because the optimal
policy in the model without penalty costs may no longer be optimal when penalty
costs are added. For example, in the no penalty cost case, the optimal policy
may issue a large number of items, whereas some other policy may issue only a
few items. Then if the penalty cost is sufficiently large, the policy which was
optimal could easily become the worst policy after subtracting the penalty costs.

Tt is assumed that there is a constant penalty cost, p, associated with the is-
suance of each item from the stockpile. Furthermore, it is assumed that p is
defined in the same units of measure as L(S).

Denote by B.(7, ») the total return obtained from the issuance of ¢ items to »
demand sources in accordance with policy A; R4(7, »v) = Qu(z, v) — ip. The
objective will be to find a policy which will maximize R over all possible policies.

It is conceivable that in issuing an item which has positive field life, the net
increase (if any) In the total field life may be more than offset by the penalty cost
incurred. Because of this event, we will also remove the assumption that an item
must be issued if it has positive field life. In its place, we will merely assume that
any item with zero field life will not be issued. Furthermore, we will assume that
there is no cost associated with the disposal of items which are not issued.

It should be noted that to start the process, it may no longer be optimal to
issue » items to My, ---, M, . If the optimal policy calls for the issuance of
only 7 < » items, then the 7 items would be issued immediately and the process
would terminate.

Define: forj < n, (i) 4;,, is any policy of issuing j items to » demand sources,
(11) F;,, is the policy of issuing the same j iterns as are issued in (i) to » demand
sources by FIFO, (iii) F;, .« is the policy of issuing the youngest j items to »
demand sources by FIFO.

Theorem 2.1: Let L(S) be concave and have property 2. Let » = 1. If FIFO
is the issuing policy which maximizes the total field life for any j items in in-
ventory, then the optimal issuing policy must be one of the n policies Fg, )+,
Fene, -+ 5 Fane.
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Proof: The proof of this theorem merely consists of showing
(2.1.1)  Re(4, »)* =2 Re(j, v) = Ra(j,») forallj=1,---,nandr = 1.

By hypothesis Qr(j, ») = Q4(j, ») and by Lemma 1.3 Q»(j, »)* = Q,(j, »),
then (2.1.1) follows from the definition of B. Q.E.D.
Corollary 2.1: I L(8S) = aS + bwhereb > 0 > a > —1 and » 2 1, then the

optimal issue policy must be one of the n policies F,iy%, Fa,ne, -+ y Fiapys «
Corollary 2.2: Let L(S8) be concave and have property Q. Let » = 1. Then the
optimal policy is one of the n policies Fu,nx, Fan*, * -, Fan« -

Thus, Theorem 2.1 and Corollaries 2.1 and 2.2 state that it is only necessary
to search 7 policies until the optimal F;, ;) is found; then issue the j newest items
by FIFO and discard the remaining n — j items without issuing them even if
they have positive field life. Their positive field life is offset by the penalty cost

of installation.

In certain cases it is possible to select analytically the optimal policy from the
n policies F(1,y)* y Tt F(n,y)t .

Lemma 2.1: Let L(8) be a concave nonincreasing function and a be any real
number with0 > @ > —1. Let §;,, - -+, Sj; be any ¢ items with S;, < §;,,, for
alk=1,---,7—1and S;; < 8.F; = [8;;, Si;_y,+ -, 8;) and F;; =
{Si;_,, -+, 8;} are two FIFO policies for issuing the 7 and ¢ — 1 youngest
items, respectively:

(1) L (S) Z afor0 < 8 =< S, then
Qr() — Qe(1 — 1) — (1 + a)'L(8;) > 0,
(2) f L7(8S) =2 —1land L™(8) £ afor0 < 8 £ S, then
Qe — 1) = @(d) + (1 + a)'L(8s,) 2 0,
B) UL(S) =aS+bfor0 = 8 = Syand b > O then
Qr()) — Qe(i — 1) — (14 a)7'L(8) = 0.

The proof of each part (1), (2) and (3) follows easily by induction and will
not be given here.

Theorem 2.2: Let L(S) be a concave nonincreasing function, and let 0 > a >
—1 be any real number. Let » = 1. Item S, is the ¢ 4 1% item remaining to be
issued to some My (hence t = [j/+]). If FIFO maximizes the total field life, then

(1) f L7(8) Z afor0 < 8 = S;and if forsome 7,0 < p = (1 + a)'L(S;4)
then

ReG+ 1, )* 2 Re(G — 4, »)* foralls =0, --,j ~ 1;

(2)if LT(8) = —1 and LT(S) £ a for 0 £ 8§ = Soand if p
= (1 + a)'L(8;41) for some j then

Re(j, »)* = Re(j + 4, »)* foralli =1,---,n—j
Proof: Part (1) is proved by showing Re(k, »)* = Rs(k — 1, »)* for all
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k= 2,..-, 7 4+ 1; and this latter follows by writing out Rr(k, »)*
— Re(k— 1, »)*fork < vand forj = k > ».
Part (2). Let » = 1. By Lemma 2.1

Re(k, 1)* — Re(k + 1, 1)* = Qe(k, 1)* — Qe(k + 1, 1)*
+p2Qe(k, 1)* = Qe+ 1, 1)* + (1 + a)*L(Sky1) = 0.

Let » > 1, and reindex the items as follows:

Demand Source Items Assigned to My Using Lemma 1.2 Items Assigned to Mz Using Corollary 1.1
M; [Sncksry Snk—pqr, * ] [SEIEZA—k)Ile sy 8]

Then in this notation S;; = Sy andp 2 (1 + a)'L(S%) = (1 + a)’ L(S
> (1 4+ o)'PL(8H) =2 (U + a)'"L(8%:) for + = 1,---, k and
s=k+1,---,

Using these inequalities then the case for » = 1 above can be applied to each
demand source separately. Hence, all items older than S; may be discarded im-
mediately and Re(j, »)* = Re(j + 1, »)* foralli = 1, .-+, n — j. QE.D.

An algorithm for obtaining the optimal policy when L(S) is linear and » = 1 is
presented below. It is useful to define an augmented set of items and a search
procedure. Assumption (1) of the model states that the process starts initially
with n items of initial ages 0 < 8; < 8, < --- < 8, . The augmented set of
items is the set of » + v items 0 < §; < 8 < -+ < Spyv1 < Sny, where
L(8;) > O0forallz = 1,--., n 4+ » and where the penalty cost p has p =
(1 + &) ML(8) = (14 @)™ L(8n4a).

Note that it is always possible to find items Snp41, -+« , Sa4» which satisfy the
augmented system since 8, < S, and p is a fixed positive constant. It will be
shown in Theorem 2.3 that the optimal policy for the augmented set is the same
as for the original set. We now define the search procedure.

Search Procedure: Using the reindexed method of labelling the items issued to
each demand source, consider all adjacent pairs of items for each demand source
starting with the oldest adjacent pair for M, , viz. Sm—x) M+2 and Sﬁi_l) I+,
then the oldest pair for M, viz. S E?l_m/,lﬂ and S%%:.—z) 41, ete., for M, through
M, . Then consider the second oldest adjacent pair for My viz. S([&_l)/,,]ﬂ and
S{—n/ » ete., for M, through M, . Continue in this manner searching all ad-
jacent pairs in order of their age from oldest pair to the youngest pair.

Theorem 2.3: Let L(S) = a8 +bfor0 £ S < Spand b >0 > a > —1.
Let» =2 1.

Two cases are possible:

(1) If p = L(S:1), then the penalty cost is greater than the value received
from any item, hence it does not pay to issue any item; but if » items
must be issued, then F,,,» is optimal.

(i) If p 2 L(S.), then apply the Search Procedure to the augmented set of

items. If for some demand source, M, it is the first demand source

such that for somej =1, --- , [(n — 7) /7]
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(2.3.1) (14 a)™'L(8") > p = (1 + a)'L(Six

then the FIFO policy which issues all items of initial age less than or
equal to S} and discards all items strictly older than S;-i) is the optimal
issuing policy. That is, if S{” = §,, then F(,,» is optimal.

Proof: Part (i) is obvious.

Part (ii): Assume there exists an S;” and Sf—i)l with the property that upon
application of the Search Procedure these two items are the first adjacent pair
found to satisfy (2.3.1). If not, we have part (i) above. Now by Theorem 2.2,
p < (14 a)™'L(S5") implies Re(t, »)* = Re(t — 4, »)* forall =1, ---,
t — 1; also by Theorem 2.2, p = (1 + a)’L(85%)) implies

Re(t, »)* = Re(t + 7, »)*

forall< =1, ---,n + » — t. Therefore Fy,,)» is an optimal policy. Q.E.D.

We now consider cases when LIFO-type policies are optimal. Define L, )«
as the LIFO issuance of the 7 youngest items in the stockpile to the » demand
sources. Then we obtain Theorem 2.4 for LIFO which is similar to Theorem 2.1
for FIFO.

Theorem 2.4: Let L(S) be a concave nonincreasing function. Let » = 1. If
LIFO is the issuing policy which maximizes the total field life for any ¢ items in
inventory, then the optimal issuing policy which maximizes the total return
must be one of the n policies L, ,*, Lews, * 5 Lm.y* -

The proof of this theorem merely consists of showing that if L;,, is the policy
of issuing any ¢ items to v demand sources by LIFO, then the total field life
from L, ,» is greater than the total field life from L,,, .

Corollary 2.2: Let L(S) be linear on [0, So] with L'(8) = —1 on [0, S,]. Let
v = 1. The optimal policy which maximizes the total return must be one of the n
policies L(]__,,)* y " L(,,,,,)* .

Theorem 2.5: Let L(S) be a convex or a concave differentiable function on
[0, So] with L'(8) < —1 on [0, So]. Let » = 1. The optimal policy which maxi-
mizes the total return must be one of the » policies L yx, -+ , Linn* -

Proof: By Zehna [13] Theorems 2.4, 2.6, 4.2 and 4.3, LIFO maximizes the
total field life for any < items and » demand sources. Now LIFO also issues the
minimum number of items since under LIFO after the first » items are issued to
start the process, all other items S; > 8, have field life of zero when they are to
be issued. Hence LIFO maximizes the total field life and minimizes the total
penalty costs. Q.E.D.

It is also interesting to point out that if only ¢ items where ¢ £ » have the
property that L(S;) > pforj = 1, ---, 7, then L, is the optimal policy for
the general case of Theorems 2.4 and 2.5 and for Corollary 2.2.

The proof of this statement is the same as given in Theorem 2.5.

S-shaped Field Life Functions

It may be the case that for a certain type of inventory item, the actual field
life function may not be convex or concave but is an S-shaped function. For
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example, L(8) = (=8 + 3)* 4 2 for 0 = 8§ £ 11, L(S) = 0 other-
wise.

In this section, a particular type of S-shaped function is examined. It has
the property that when there are n items in inventory, the optimal policy must
be one of n policies. It has the added property that it can be used as an approxi-
mation to more general S-shaped functions. The S-shaped function considered
is: L(8) is concave nonincreasing for all S ¢ [0, {] where ¢t > 0 and L(S) =
c>0forall § = [t, »).

It will be useful to define two models for the field life function, L(S).

Model I: Li(8) is concave nonincreasing for all S £ [0, So], L(8) = O for all
S e[Sy, ©)and Ly (8) = —1 forall S ¢ (0, Sy

Model I11: 1,(8) coincides with L;(S) in Model I for all S ¢ [0, {] where t < S,
and Ly(S) = ¢ > Oforall Selt, «).

We will now state a series of lemmas which will be used in the proofs for the
theorems in this section. The lemma proofs can be found in the Appendix. Fur-
thermore, since the words ‘“field life” are used so frequently throughout this
section, they will be abbreviated f.1.

Lemma 3.1: Let v = 1. If a FIFO issuing policy is used in both Model I and
Model I1, then Q-(II) = Qr(I).

Define F;A as the policy which issues the 7 youngest items by FIFO first and
then the remaining n — ¢ items by any arbitrary policy A. F.L implies 4 =
LIFO.

Lemma 3.2: Let » 2 1. If B is any arbitrary policy which results in exactly ¢
items having 1. > ¢ on issuance and the remaining n — ¢ items having fl. = ¢
on issuance and if FIFO is optimal for Model I, then in Model II, Qr,4s = Q5.

Lemma 3.3: Let L(8) = aS + b for all S ¢{0, So] where b >0 > a > —1
and So = —(b/a). Let » = 1. If a FIFO issuing policy is used then the total
£l is Qe(n) = adli= (1 + a)7'8 + (b/a)l(1 + )" — 11.

Lemma 3.4: Let ¢, b, a be given real numbers such thatb > ¢ > 0 > a > —1.
Then the function H; = [c — b(1 + ¢)™/la(1 + @)™ for i = 1,2,3, ---
is a strictly decreasing function of <.

Lemma 3.5: Let L(8) = a8 + b for all S £10, ] and L(S) = ¢ > 0 for all
Selt, ©) where b >¢>0>a> —1. Let v = 1.

(i) If S; £ H, for some 7 = 2, ---, n and if a FIFO issuing policy is used
for 8;, Siz1, - -+, S1, then the £.]. on issuance of each of the items S,
"8Si1, -+, Sy is strictly greater than c.

(i) If 8; < (¢ — b)/a = t, then the f1. of S; is strictly greater than c,
and if S; > t, then the f.1. of all items on issuance is equal to c.

Lemma 8.6: Let L(S) = aS 4+ b for all S ¢[0, t] and L(S) = ¢ for all Se¢
[t, 00) where b >¢>0>a > —1. Let » = 1. If S; éH, and Si+1 = H,;+1
forsome ¢ = 1, --- ,n — 1, then for any F;L policy with j = ¢, the age of item
Si4: when it is issued is =t¢. Hence, item S;; has f1. = ¢ on issuance. Conse-
quently, all Sipux fork =0,1,---,n — (¢ 4+ 1) have f.1. equal to ¢ on issu-
ance.
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We will now use the preceding lemmas to obtain (i) the set of n policies which
contains the optimal policy for Model IT and (ii) the specific optimal policy when
L,(8) is linear.

Theorem 3.1: Let L(8) be a concave nonincreasing function for all S [0, ]
and L(S) = ¢ > 0forall Sefi, ). Let L (8) = —1 for all §¢ (0, t]. Let
v = 1. Assume FIFO is optimal for Model I. Then the optimal policy is one of
the n policies F;L where ¢ = 1, --- , n. Furthermore, if S; < ¢, the optimal
policy F;L has the property that the 7 FIFO issued items have f.1. > ¢ on issu-
ance and the remaining n — 7 LIFO issued items have {1. = ¢ on issuance.

Proof: Lemma 3.2. reduces the search for the optimal policy to F:A for ¢ =
1, .-+, n. By repeated application of Lemma 3.2 and this theorem, the optimal
policy must have the property that the n — 7 items issued by A all have f.1. =
on issuance. Hence, A no longer needs to be an arbitrary policy but can be re-
duced to any fixed policy. Thus, we arbitrarily let A = LIFO, and we only
need to search the policies F1L, F,L, - - - , F,L such that the LIFO issued items
have f.1. = ¢ on issuance. The only part of the theorem remaining to be proved
is that the first 7 items issued by the optimal policy have f.l. > ¢ on issuance.
This last point follows since any F;L policy where the first j items do not have
f1. > ¢ yields less total f.1. than some F;L policy which has first ¢ items issued
with f.1. > ¢. Q.E.D.

At this point, it is worth noting that if » = 1 or if Li(8) is linear, then the
assumption that FIFO is optimal for Model I can be removed in Theorem 3.1.

Theorem 3.1 reduces the search for the optimal policy to those F;L’s with the
property that the first ¢ items have f.l. > ¢ and the last n — 7 items have
1.1. = ¢ on issuance. That this property is not unique to the optimal policy is
shown by the following example:

L(8S) = 15 for 0=S8=15
= -8 +2 for 5=8=45
= 0.5 for 5= 8

For 8; = 2.0, 8; = 4.0, S; = 5.0 and Ss = 6.0 and v = 1, then Qr,, = 2.8333,
QFgL = 2777, stz, = 2500, and QF4L = 2.333. F1L = [S]_, Sz, S3, Sg] is
optimal. But both FiL and F.L have the property that the FIFO issued items
have f.1. > ¢ and the LIFO issued items have fl. = ¢ on issuance. Hence it is
not sufficient to locate any F.IL with the requisite properties; it is necessary to
check all such F;L policies. However, in Model II when we let L,(S) = a8 4+ b
withd > ¢ > 0 > a > —1, we are able to isolate the unique optimal F,L policy.
Furthermore, if L;(S) is concave or convex and L'y(S) £ —1, then FiL is
optimal.

Theorem 3.2: Let L(S) = aS + b for all S¢[0, t] and L(S) = ¢ for all
Selt, ©) where b > ¢ >0 > a > —1. Let » = 1. Using the item indexing
notation of Theorem 2.3: _

(8) If Sy = Sthojmn = Himpm+ and Stalimmi > Hip—jsnma for

somej = 1, - -+, v, then F,L is the optimal policy.
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(b) If 8, =S8 = (¢ — b)/a for some j = 1, --- , », then F,L is the op-
timal policy. (In this case F,;L = LIFO.)

(c) If neither (a) nor (b) is satisfied, then use the Search Procedure (defined
previously) and consider all adjacent pairs of items for each demand
source starting with the oldest adjacent pair and ending with the
newest. Then if M, is the first demand source such that for two adja-
cent items S{? = S r and Sf»fu)l = S;4, assigned to M ;

(3.2.1) 8 < H,
(3.2.2) SE > Hip
forsome I e{vr + 1,---,n — » — 1}, then F,L is the optimal policy.

Proof: We defer the proof of (a) until after we have proved (b) and (c).

Part (b): 8y = 8" z timpliesall 8; > 8{ = tand L(S:) = cforalli = J.
But then less than v items have initial f.1. > ¢ and all n — » or more items have
initial f.1. = ¢. It is optimal to issue immediately the J — 1 or less items with
f.l. > ¢ and then issue the remaining items by any policy. But policy F,L does
precisely this. Hence F,L is optimal.

Part (¢): Since S5 is the first (in the sense of oldest) item for which (3.2.1)

and (3.2.2) hold, then for all 0 < j — k < j where (k =1,---,5 — 1)
(3.2.3) SYP > H,

forallj 4+ k > jwhere (b =1, ---,» — 7)

(3.24) SEP > Hin .

In addition, for all S, < 8¢”, we have

(3.2.5) Sy, < H:.

In (3.2.5) we consider in particular

(3.2.6) SYR > H, forallk =1, ---,» —j
(3.2.7) 8P < Hi < Hiy

fork=1,---,7 — 1, by Lemnma 3.4. Hence, combining (3.2.3) with (3.2.7)

and (3.2.4) with (3.2.6), we have the case that all » — 1 pairs of items following
the first pair, 8 and 8y, also satisfy conditions (3.2.1) and (3.2.2) of the
theorem. We will now show

(3.2.8) Qrrr = Qr,_,1 foralk=1,---,I -1

(329) QFIL = QFI-H:L forallk = 1, e, N — 1.

We first prove (3.2.8). By Lemma 3.5 the first I items issued under F;L have
fl. > ¢. Now F;L and any F;_L policy have S;11, -+, S, with f1. = c on
issuance. Furthermore, Theorem 3.1 allows us to restrict our search for the op-
timal policy to those F;_;L’s which have the properties (i) the first I — k items
have f.1. > c on issuance and (ii) the remaining n — I + k items have f1. = ¢
on issuance. Form Qp,r — Qr;_,z for k = 0.
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It will be convenient to change our notation in regard to the items assigned to
M, to say M, receives items indexed by ¢ + hv for h =0, 1, 2, ... where
g+ hv < n.

Under F.L, M, receives ¢ items in the FIFO part of the policy and under
Fi L, M, receives, say ¢ — k, items in the FIFO part of the policy where
> i1 k. = k. Now denote by Qx(g, 2) and Qu(q, © — k,) the total f.1. of the
first ¢ items and the first 7 — k, items issued to M, by FIFO under F;L and
F; L, respectively.

Applying Lemma 2.1 we obtain

Qulg, ) — Qulg, i — ko) = 255" [Quelg, 5 — §) — Qulg, 5 — j — 1)]
= 205 (1 + o) TLSE) 2 IS (1 + o) TL(Sy)
> ko(1 + a)"'L(8;)
sincel > 1+ a > 0and L(8) = L(S).

But then we have Qr,r — Qr,_,z > (1 +a) " L(8;) D im1 k. — kc where
—kc appears since Qr,_,. has k more items with f.I. = ¢ than does Qr,. . Thus,
Qrrr — Qrrz > (1 + @) TL(Sk — ke = k(1 4 a) (a8 + b) ~ ¢]

= k(1 + o) aH; + b} — (]
=kl +a)b+c—b1+a)" ~c=0.
Therefore (3.2.8) holds.

We now prove (3.2.9). By Theorem 3.1 we only need to consider policies where
the first I + k items have f.1. > ¢ on issuance and remaining n — I — k items
have f1. = ¢. Now under the FIFO part of F;,L, each demand source will have

k, more items assigned than under F,L, where k, = 0 and 2 t=1 k; = k. Then
by applying Lemma 2.1 again we obtain

Qu(g, %) — Qu(e, ¢ + kg) = 235" [@u(g, 1 + ) — Qulg, © + j + 1)]
= =25 (1 + a) VL(S%in
z =2 (14 a)™L(Srn) > —ko(1 + a)’L(S811)
since L(Sr41) = L(S%4). Now
Qe — Qrypr > — D= k(1 4+ a)'L(Sra) + (I + k — I)c
= —k(1 + @) (aSrpa + b) + ke > —k(1 + a)*(aH;a + b) + ke = 0.

Therefore (3.2.9) holds. Thus for part (¢), F:L is optimal since (3.2.8) and
(3.2.9) hold. We now prove part (a). But (a) is just a special case of part (c).
Q.E.D.

Theorem 3.3: Let L(S) be a concave or convex decreasing function with
L7(8) £ —1 and L¥(0) £ —1 for all S¢l0, ]. Let L(8S) = ¢ for all S¢
[t, ©). Let » = 1. Then LIFO is the optimal policy.

The proof of this theorem follows by proving it for » = 1 and for » = 2 and
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then by Zehna [13] Theorem 4.3, LIFO is optimal for all 1 < » = n, » integer.
Since this proof is quite easy, it will not be presented here.

Appendix

Proof of Lemma 1.1: If Sy = + o, the lemma is trivially true. For Sy < +
the lemama follows easily by induction.

Proof of Lemma 1.2: The proof of this lemma can be accomplished by the use
of induction in several parts. Let k¥ = 1. Then it can be shown that the first
round of items issued after the initial assignment is issued in the required order.
Then assume the lemma is true for k = ¢, and it is easily proved true for k =
t+ 1.

Proof of Corollary 1.2.1: By Lemma 1.2, any demand source M ; receives items
indexed by n — kv —j+ 1 fork = 0, 1, --- , ¢t where ¢ is the largest integer
such that n —tv —j+1=21. Thus n —tv — 7= 0 and t £ (n — j)/».
But ¢ is the largest integer satisfying this condition, hence ¢ = [(n — j)/4].
Now since k takes ¢t + 1 values, M receives exactly 1 + [(n — j)/»] items.
Q.E.D.

Proof of Lemma 1.3: For the case » = 1, the lemma is easily proved by induc-
tion on .

Thus let » > 1. Using Lemma 1.2, the following assignment of items holds:

Total Field Life

Contributed by M;
Demand T ——

Source Set I Set IT Set I Set IT
M; [Sn-iz1, *+° y Sntpipa] [8nisry "+ 5 Suky—ip] Tj z';
where the subscripts on the S’s are such that n — kv — ¢ = 1 for all £ = 0,
1,--- and s =0, 1,---, » — 1, ie, the inventory is exhausted. Note that

Lemma 1.2 says that the subscripts on the items for a particular demand source
are the same for both Sets I and I1. Hence, the items assigned to M ; from Sets
I and II obey the conditions (i) Sp—ks—jp1 = Snjpforallk =0,1,2, -,
and (ii) there is the same number of items assigned to M ; from Set I as there is
from Set II. But these conditions hold for all M;,j = 1, ---, ». Hence by the
caseforv = 1,z; = 2';forallj = 1, ---, ». QE.D.

Proof of Lemma 1.4: The proof of Lemma 1.4 is obtained by the enumeration
and elimination of all non-FIFO policies.

Proof of Lemma 8.1: For » = 1, the proof follows by induction on n. Let
»*> 1. By Lemma 1.2 each demand source receives the same indexed items (and
in the same order) under both models. Hence we may consider each demand
source separately. But for » = 1, Qu(M;) = Q:(M;) for all =1, ---, »;
therefore, Qr(IT) = iy Qu(M;) = D im1 Q:(M) = Qe(I). QE.D.

Proof of Lemma 3.2: Let the 4 items in policy B which have .. > ¢ be dis-

tributed by the rule: demand source M, receives items [S;, -+, Su,;] for
j=1,---,p wherei = D j1k;. o ,
Now for any M, we can locate k; ages Sj1, Sjz, -+ , Si; in Model I such

that the field life from each of the k; items in Model I is the same as the f.1.
of each of the k; items in Model I under policy B and in the same order.
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Denote the total f.1. of the 7 items in Model /1 under policy B by zz(%). Denote
the total f.1. of the ¢ relocated items in Model I by Q.. Thus z5(¢) = Q;.

Furthermore, denote by Qr(7) and Qr*(¢) the total field lives of the ¢ relo-
cated items in Model I and the ¢ youngest items (S:, ---, 8i), respectively,
where in both cases FIFO is ued. [We know that the ¢ youngest items must have
S: < S, or else in Model I1 under policy B there could not be ¢ items with f1. >
c.]

Since FIFO is optimal in Model 7, then Qr(Z7) = @Q; and by Lemma 1.3
Qr*(3) = Qr(4). But Q¥ () = Qr(I) of Lemma 3.1; thus Q-(II) = Qx(I) =
Q¥ (7)) = Qr(%) = Qi = x5(3), where Qr(II) is the total fl. from the FIFO
issuance of the ¢ youngest items in Model 1. If we denote the total f.]. from the
remaining n — ¢ items in policy F:A by Q4(n — ¢), then

Qr;a = Qr(II) + Qa(n — 4) Z 25(2) + (n — 2)c = Q5.
Since B was any arbitrary policy with exactly ¢ items with 1. > ¢, then F:4
dominates any policy with this charaeteristic. Q.E.D.

Proof of Lemma 3.3: Let n = 1, then @Qr(1) = aS; + (b/a)(1 +a — 1) =
a8S; + b as required. Assume the lemma is true for n = k. Then
Qe(k + 1) = a1 + b + a2 ia (1 4 @)7(Si + aSe + b)

+ (/)1 + a)* — 1] = o235 (14 )78 + (b/a)[(1 + o) — 1],

Q.E.D.

Proof of Lemma 8.4:

H;— Hiy = lc— b1 + a)7V/a(l + a)]
— e — b1 + a)Va(l + a)] = ¢/(1 + a)* > 0. Q.E.D.

Proof of Lemma 3.5: Part (ii) is obvious.

Part (7): By Lemma 3.4, 8; £ H; < tfor? = 2, ---, n; hence L(8:) > c.
Let z,_; be the total f.1. from the FIFO issuance of S;, Si.1, + -+, Si.; . Assume

item S;_; has {.1. > c¢ on issuance. It will be proved that item S,_;; hasfl. > ¢
on issuance. Now

= a2 {5 (1 + @) Sy + (b/a)[(1 + a)™ = 1]

Tij
< S X 1+ o' + ¢/a)ld + a) - 1)
= Sl + @)™ — 11 + B/a)[(1 + )™ — 1].
Then
Sijo + ziy < 8:(1 + o)™ + (/) + o)™ — 11
Now

S; £H;<Hiy< -+ <Hjpa=1[c— b1+ a)"/la(l + o)™

wherej = 0,1, .-+ , 7 — 2;
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hence,
Sij1 + zi—j < ([c — b(1 + a)™™/la(l + a)™ D + a)’
+ (b/a)l(1 +a)t — 1]l = (¢ - b)/a =t

Q.E.D.

Proof of Lemma 3.6: Let j = %, and consider two cases. Case 1: 8; £ Hiq.

By Lemma 3.3 and Lemma 3.5, the total f1 for the first ¢ items issued by

FIFO is Qs(7) = a2 i=(1 + @) 7'Si + (b/a)[(1 + @) — 1]. Since Sk < Hin,
E =t

Qr(3) = api-(1 + a) e — b(1 + a)V/la(1 + @)’}
+ (b/a)[1 + a)’ — 1] = (c/a) — ¢/la(1 + a)'].
Now
Sis1 + @r(5) 2 Lin + Q2(8) 2 ¢/la(l + @) — (b/a)
+ (¢/a) = ¢/la(l + @) = (c — b)/a = L.

Case 2: Hipy = <8:< = H; (where H;;1 < H;). Let 0 = 8 =1 and let
8;= P, = pH: + (1 — B)H:y1 for some B. Then Py = Bc/(1 + a)' + ¢/
[a(1 + @)*) — b/a. Again by Lemma 3.3 and 3.5 and S; = Pok = <,

Qr(3) = 0%kt (6 + @)*7{Be/(1 + a)' + ¢/la(1 + )] — b/}
+ (b/a)(L + @)’ — 1} = e+ ¢/a — ¢/(1 + a)* — Be/la(l + a)].

Now Siss > 8 = Seqa > Po, hence Sip1 + Qe(i) > Po + @r() 2 (¢ — b)/
a + Bc = t. Thus for all S; £ H., we have Siy1 + Qr(2) = t. Let j < 4, and
again consider two cases. Case 1: Some item S, wherej < k = ¢, under policy
F,L has f1. = ¢ on issuance. But then all items Spypforp=1,--+-, n—Fk
must have f.1. = ¢ on issuance. Case 2: All items S; for j < k = < under policy
F;L have f.1. > ¢ on issuance. By Theorem 2.1 and Lemma 3.5 each of the first
j items of F;L must have £1. > ¢ on issuance for all j = <. By Lemma 3.3, the
first j items issued have total £.1.

(L361) Bj=axim (1+a)'8 + (b/a)((1 + a)’ — 1].

Since F,L says to issue in the order S;, Sj1, +-+, 82, 81, Sjsa, Sjpe, -0,
S:, -+, 8., then by induction it is easily shown that the total f.l. for items

Sj+1, Tty S; is given by
C;i = adbd (1 4+ @) Sicpss + Bil(1 + )77 — 1]
+ (b/a)[(1 + o)™ — 1].

Combining (L.3.6.1) and (L.3.6.2), we obtain the total f.1. of the first ¢ items
issued by F;L.

(L.3.6.2)
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Bi+ Ci=a2ph (14 a) ' Sippu+al +a) "2 5m (1 +a)”'S,
+ (b/a)[(1 + @) — 1]
>a2 55 (L4 a) S + a(l + @) 7250 (1 + a)" ' Sin
+ (b/a)[(1 + a)* = 1]
= (8ix1 + (/a))[(1 + a)* — 1].

Now since 8;4; = H;41, we have

Siszi+ B+ C: > Sia + Sial(1 + a)i — 1] + (b/a)[(1 + a)i — 1]
2 {lc — (1 + a)V/la(1 + a) B + a)* + (b/a)[(1 + a)’ — 1]
= (¢ — b)/a =1t Q.UE.D.
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