Chapter 3

Addition of Penalty Costs

The next problem of interest wili be to examine the implications
of adding penalty costs to the model. These penalty costs can be
considered as issuing costs or installation costs;

The removal of assumption (h) which states that there are no
penalty costs is important not only because it is often the case in
practical situations that there is an installation or work-stoppage
cost but also because the optimal policy in the model without penalty
costs may no longer be optimal when penalty costs are added. This
latter point can be seen, for example, in the case where the optimal
policy in the case of no penalty costs issues a large number of items
whereas some suboptimal policy may issue only a few items. Then if
the penalty cost is sufficiently large the policy which was optimal
in the no penalty case could easily become the worst policy after sub-
tracting the penalty costs.

Henceforth in this chapter it is assumed that there is a constant
penalty cost, ©p , associated with the issuance of each item from the
stockpile. Furthermore it is assumed that p is defined in the same

units of measure as L(S) .



In previous sections QA was defined as the total field life
1
obtained from the issuance of 1 Iitems in accordance with policy A.
This notation will be retained and in addition a return function

RAi will be used where RAi = QAi - ip . That is, RAi is the

total return obtained from the issuance of 1 items in accordance
with policy A; it equals the total fleld life less the total penalty
cost. The objective will be to find a policy which will maximize R
over all possible policies.

It is conceivable that in issuing an item which has positive
field life, the net increase (if any) in the total field life may be
more than offset by the penalty cost incurred. Because_of this event,
we will also remove the assumption that an item must be issued if it
has positive field life. In its place we will merely assume that any
item with zero field life will not be issued. Furthermore we will
assume that there is no cost associated with the disposal of items
which are not issued.

It should be noted that to start the process, it may no longer
be optimal to issue v i1tems to Ml’ ces Mv » If the optimal
policy calls for the ilssuance of only i < v items, then the 1

items would be issued immediately and the process would terminate.

3.1 The Case for FIFO

It will be useful to define: for J<n

(1) A is any policy of issuing J items to v demand

Jsv

sources
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(ii) F

Jsv

is the policy of issuing the same J items as are

issued in (i) to v demand sources by FIFO

(iii) F(

to

3 v)* is the policy of issuing the youngest J items
J

v demand sources by FIFO.

In other words, if the FIFO issuance of any J items is

F

where S >3

k k

J

then

J,V = [Sll, Sle, doe o Sl ; LI } SV > ese SV 1

J+1

il v

for all k=1, oo , Vv and J =1, coo, i

. . .
AJ,V is any permutation of the above Sk Se

Now F

poliey F

o

JsVv

F3,v)*

J

(3,v)* does not necessarily include any of the j items of
2

= [SJ’ Sj—v’ cae 3 Sj-l’ Sj-v—l’ cee § eee Sj-v+l’ SJ-2V+1’ R

R QA

with respect to

Lemma 3%.1: Let
O<S_<_SO and

which maximizes

’
Aﬂ;v J,V J,V Jsv (J,v)*

»Bp, 2% s FRp

and QF are defined
(3,v)*

the above policies.

L(S) be a concave function with L (S) > -1 for
If(O)'S 0. Let v>1. If FIFO i1s the issuing policy

the total field life for any J items in inventory, then



RF >'RA forany J=1, .. , n -

—

Jyv Jds

Proof of Lemma 3.1: If J < Vv then RF = RA since exactly J

J,V JyVv

demand sources receive an item.
If v<J<n then since FIFO maximizes the total field life for

any Jj items (by hypothesis) we have

Hence
-R, = -3 p-la -3 - pl
L By iy A,y
- -q, >0.

Q’FJ)V AJ:\'
And

R, >R, for a1l J =1, ees , 0

J,v J,v

since J was arbitrary.
g.e.d.
Lemma 3.2: Let L(S) be a concave function with L (S) > -1 for

0<S<S, and L'(0)<O0. Let v>1. Then

RF E-RF forany J=1, ... , n.
(3,v)* 3,v

€l



Proof of Lemma 3.2: If F(J V)% ~ F,  (where = means "is the same
i

sV
as'") then RF = RF .
(3,v)*  “4,v
It F(j,v)*'# Fj,v then FJ,V must contain at least one item

which has initial age greater than SJ (note that SJ is the oldest

item in F(j,v)*)'

Now by lemma 2.5, > QF hence
(J,V)*

R, -R, =A@ -J-p—[czFa -3 -0l
sV

(1,* Ty Fg,vyx

"130

And since j was arbitrary RF >-RF for any J =1, «e. , n .,

(3,v)*
g.e.d.
Using these two lemmas, we cbtain the following interesting

theorem.

Theorem 3.1: Let L(S) be a concave function with I (8) > -1 for
+
0<s<s and L(0)<O0. Let v >21. IfFIFO is the issuing policy

which maximizes the total field life for any J items in irnventory,

then the optimal issuing policy must be one of the n policiles

Flo,vw Fla,vyx oo Fln,v)*

Proof of Theorem 3.1: The proof is immediste from lemmas 3.1 and 3.2.

q.e.d.



Corollary 3.1t If IL(S) = aS+ Db where b >0 >a > -1, then the

optimal issue policy must be one of the n policies

Fra,vyw Fra,vywer oo o Frn vyw

Proof of Corollary 3.1: By Zehna [11] Theorems 4.1 and 4.3 and

Lieberman [ 9] Theorem 3, FIFO is optimal for &1l n and Vv, thus by
Theorem 3.1 the above result follows.
qg.e.d.

Corollary 3.2: Let L(S) be concave with L (8) >-1 for 0< S < S,

o+
and L (0) <O . Let v =21. Then the optimal policy is one of the

n policies

e, F

Fa,1)% F(2,1)% (n,1)% °

Proof of Corollary 3.2: Again by Lieberman [ 9 ] Theorem 3, FIFO is

optimal for all n ; hence by Theorem 3.1 the result follows.
g.e.d.
Thus Theorem 3.1 and Corollaries 3.1 and 3.2 state that is is only
necessary to search n policies until the optimal F(j,v)* is found;
then issue the J newest items by FIFO and discard the remaining
n - J items without issuing them even if they have positive field life.
Their positive field life is offset by the penalty cost of installation.
In certain cases it is possible to select analytically the opti-
mal policy from the n policies F(l,v)*’ cee F(n,v)* . These cases
involve placing special restrictions on the derivative of L(s) and

relating these restrictions to the penalty cost.
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Theorem 3.2: Let L(S) be a concave function with L7(S) > -1 + %
for 0<S8< SO where K > 1 1is any finite real number and with
+

L'(0)<0. Let v>1. If

n-1

o<ps ) Y us)

and if FIFO maximizes the total field life QF( for all i and
i)V)*
v , then F(n V)% is the optimal policy. Furthermore
J

L > 2Ry

(n,v)* (n-1,v)* B (l,V)*
The proof of Theorem 3.2 will be aided by the following lemma.

Lemma 3.3: Let L(S) be a concave function with L (S) > -(1 - %)

for 0<S8 <L So where X > 1 1s some real number and Iﬁ(O)IS 0.

Let S, , «eo Sj be any 1 ditems with SJ <S8 for all
Iy 3 Kk Ik+L
k=1, eoo , 1 =1 and S, <SS . Then if
b o
F, =[8,,8 s eee 4 8,1
S P 1
and F = [ S, 1

S ’ L ) ’
diy 3

are two FIFO policles for issuing the 1 and 1 - 1 youngest items

respectively then

(l)i-lL(s ) >0
QFi Q’Fi-l K P
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Proof of Lemma 3.%: The proof will be by induction. Consider 1 =2,

it must be shown that

1
% - O - QU ) 20

]

where QF

L(SJ ) + 1

s, + L(s, ))
2 Jp g

and Qp = L(s, ) .

1 Ji

Now by lemms 2.1 Sj + L(SJ ) < SO hence

1 2
L(s, + L(s, )) - L(s, )
Jy o J1 1
(s, ) 2Lty
2
1 .
= L(sjl + L(S ,,)) + L(Sja) - L(Sjl) - % L(Sje) >0

as required.
Now assume the lemma is true for i - 1 and 1t will be shown to be

true for 1 . Let x be the total field life from the issuance of the

and let

i - 1 oldest items by FIFO i.e., A =[S, , 8 s eow 5 S, 1
— x 37 o

i-1
y Dbe the total field life from the FIFO issuance of

A =[S P S . Then by lemma 2,1 S, + x< S _ and
Y [ 'ji__l’ 2 32] Y ujl o

Sj + y < SO and by lemma 2.2, x >y and actually x >y since
1

L (8) >-1,
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L(s.Jl + x) - L(S'jl +y)

1
X~y Z-l+g
= L(S, +x) +x~-[LS, +y) +y]>% (x-y)
3 3 =K
but L(S, +x)+x=
1 QFi
and (s, +y)+y=
'jl QFl-l
thus QG - 9 >2(x-y);
i i1

i-1
now subtract (—I](-') L(s 3 ) from both sides to obtain
i

i-1 i-2

1
%, "%, " ) L(S'ji) >% [x -y - ()

but by the inductive assumption on i - 1
1 i-2
x -y - (g Ls;) >0
i

and since -I% >0 then

li—-l
%G - Y l-(g) L(sJi)EO-

i i-

fo

L(sdi)] ;

g.e.d.



is the optimal poliecy, it is

Proof of Theorem 3.2: To show F(n V)
J

sufficient to show

Ry > Ry, > o >R,

(n,v)*— (n']—:\/);{' - Clyv)?

since by Theorem 3.1 it is only neecossary o consider

F(n,v)*} cee o F(l}V)* @

It will be shown that RF 3311* for any
(3+1,v)* 7 “(3,v)*

J=l’..n,n"ln

If J<v-1 then

Rp " Ry = US5py) - v

(3+1,v)* (3,v)*
(254
L8, - ) (s
but 1 >Z >0
gL(sJﬂ) - L(Sn) >0

since L(+) is nonincreasing and n>v >+ 1 .

Hence

> for all 3 = 1, eee , ¥V - 1 .
P, vyr T3, 0% ’

(3.1.1)
If n-12>J>v-1 then consider policies Fr,., ,yu end Frg,v)*
y ?

which by lemma 2.3 cen be written as



Fl a1, v)* Fl3,v)*

M [Sj+l’ Sj-v+l’ Sj—2v+l’ ees ] [sJ, SJ_V, Sj-zv’ coe ]
M, [sj, sj_v, Syt et ] ISg-l’ sj_v_l, ves ]

-1 [8y.v32 Sgppenr oo ] IS5 yeor Syopmer +o- ]
MV ISJ-V'I'Q’ Sj-2v+2’ *ee 1 [SJ—V‘FI’ Sj—2v+l’ nee 1

It should now be noted that except for demand sources M1
F and M in F,, the 1 i to t her 4 da
(341, v)* y 1B (5,v)% tems assigned to the other deman

sources M cen 4, M

i 'Y LA i—
02 y in F(J"'l,V)* and Ml, P MV"'l n F(J,V)*
are the same except for the indexing of the M's . Let the total field

life for M; be denoted by QMi , then {QMiIF(J+l)V)*] = (QMi_l!F(J’V)*]

for all 1 =2, ... , vV and
O - {lelF( +1 )*} = Qp - {QM |F )
(3+1,v)* v (3,v)* y ()
and

RF(J+ 1,v)* RF(J,V)* i QF(J+1,V)* QF(J,V)*

= {QMllF(J+l,v)*} - {QMViF(J,v)*} - p. (3.1.2)

. 1 .‘ .t
For simplicity let policy A be the items issued to Ml under F(J+l,v)*

and let policy B be the items issued to MV under F(J V)% Then
’
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&nd B = [ SJ—V+l’ sj—2\}+l, LI 1 L4

Also let Q, = {QW&IF(J.H)V)*} and Qp = {Q,MVIF(J,V)*] . Now by
Corollary 2.3.1 demand source Ml in F(J+l v)* receives

)
lt-’j-—‘*-—%-:——]-‘:' + 1 = [%}* 1l items hence by lemma 3.3

[4]
v
@y - Q- () LSy,,) 20
[41 141
1 1
but () L(84,) 2 (G u(s)
[222]
1
> Ks) >r

since L(*) is nonincreasing, since n - 1 >J >v and since

1
1 >—I-c- >0 .
Thus
. )
QA - Q'B > (E) L(Sj+l) > P L]
Hence
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and by (3.1.2)

Ld > O f = cee - l °
RF(J+1,V)* RF(J,V)*— or e = !
(3.1.3)
Combining (3.1.1) and (3.1.3)
>R'~. f i = l coe o - l
RF(.i+1,v)* = Fn,v)x T d=t :

. e F(n,v)* is optimal.
q.e.d.
The preceding theorem placed restrictions on L (S) which kept
L°(8) >-1 . Theorem 3.3 allows L'(8) > -1 but restricts L (8) . In
this case, it is not possible to say precisely what the optimal policy
is for general concave noninereasing L(S). However, it is possible

to eliminate some of the n policies which cannot be optimal.

Theorem 3.3: Let L(S) be a concave function with L (S) > -1 for

'—-l

0<.‘358o and L+(S)§—-— for O_SS<So where K > 1 1is any

=

finite real number, ILet v =1 . If

> (B2 JL(S ) >0 for some J = 1 n-1
p__ K J+l 2 ae e J ;)

then > for all 1 =1, ... n-J .
RF(;1,1)* - RF(J+1,1)* ’ ’



Here again the proof will be made easier with the use of the follow-
ing lemma.
Lemma 3.4: Let L(S) be a concave function with L (S) >-1 for
+ 1
0<8<8, and L(S)<-g¢ for 0<S<S where K>1 isany
finite real number. Let SJ y cee SJ be any i items with
1 i

5, <8 for all k=1, ... ,1-1 and 8, <S_ . Then if
kK  9k+l g

F, = [sdi, sdi_l, coe 8311

and F, . =] S s eee 5 S, 1]
dia 3

are two FIFO policies for issuing the.i and 1 - 1 youngest items

respectively, then

- \L
QFi—l - QFi + (——-—K > L(SJ:L) >0.

Proof of Lemma 3.4t The proof will be by induction. Consider 1 =2 ,

it must be shown that
%, - %, (s, ) 2o
1 2 2

where QF

. = L(le) and Q,F2 = L(SJQ) + L(S'jl + L(Sdz)) .



Now by lemma 2.1 S, + L(S, ) < S, hence

5 s
L(s, + L(s - (s
3 ( 32)) ( Jl) 2
2
1
= L(sJl + L(SJE)) + % L(SJZ) < L(SJl), (3.1.4)

But

1 ~ 1 )
I‘(Sdl * L(SJQ)) tx L(Saz) = L(Sgl + L(SJQ)) + ¥ L(SJQ) L(SJQ) + L(ng)

It

K -1
T < K >L(Sde)
hence in (3.1.4)

6, - (553 ey <36

R

1 1

1
> L(Sja) >0

> o -4 (5%

as required. Now assume the lemma is true for i - 1 and it will be
shown to be true for 1 .

Let x be the total field 1ife from the FIFO issuance of the 1 - 2
eee » S, ] and let y Dbe the total field life from the

2
Ji-l 32
FIFO issuance of the 1 - 1 items [S

items [8S

S ees 3 8,1 « Then by
J 2 b B
Ji Ji—l J2

the inductive assumption



K_li-ET
x—y+< X (s, ) >o0. (3.1.5)

By lemma 2.2,

Yy-x>0.
Now by lemma 2.1 S, + x< S and S, +y<$S thus if y >x
Jl c 32 o]
L(s, +y) - L8, +x)
J J
1l 1 <__l
y - x - K
= L5, +y)-Ls, +x)<-%(y-x .
3y N =K

i-1
Add ¥y - x - (%——) L(SJ ) to both sides; then
i

w - T\i-1
L(Sjl +y) +y - [L(le + x) + x] - (’T) L(Sji)

IA

Er-0ey-x- (%;——)i'lmsdi)

D)=~ (552 sy

1

<0 (3.1.6)
by (3.1.5) since =22 >0 . If y=x then (3.1.6) still holds.
But L(SJ:L +y)+ty= QFi
and L(s.Jl +X)+x= QFH



and (3.1.6) becomes

QFi ) QF.'1-1 i <£%—>i-lL(S"1) =©

and by induction the lemma is proved.

q.e.d.
Proof of Theorem 3.3: It will be shown that
> forany 1=0,1, ...
RF(J+1,1)* RF(J+1+1,1)* ' ’
n-J-1.
RF(J+1,1)* RF(.1+i+1,1)*
= ~(3+i)p-1[ - (3 +1+1)p]
QF(J+1,1)* QF(J+1+1,1)*
= - -+ P
QF(J+1,1)* QF(J+i+1,1)*

> < - l>J+1L(s )
=W grr T Tpea,x N i

>0 by lemms 5.3, for any i =0, 1, «o. ;, n - J - 1.

The above inequalities follow from

N gt
P2 <§'Y<""> LSy4q) 2 <§"K-°L> L(8y4;)

- 1\
2(%‘;) L(SJ+1+1) gpince L(+) 1is

noninereasing and since 1 > KI; 1>0. Thus

L&



RF >RF . >...2 -.

(3,10* 7 T(3+,1)x T (n,1)*
g.c.d.
Thus Theorem 5.3 states that all items which have initial age

greater than S, may be discarded immediately because by Theorem 3.1

J
and Theorem 3.3 the optimal policy must be one of the J policies

ese 5 F It is now possible to generalize

(1,100 T(2,1)% (3,1)% °
Theorem 3.3 to the case of v > 1 demand sources. But before so doing,
some useful notation will be presented.

By using cqrollary 2.3.1 and lemma 2.3 it 1s possible to re-index
the FIFO assigned items to the v demand sources in the following

manner:t

Demand Items assigned to the demand New indexing of the items

Source source using lemma 2.3 using corollary 2.35.1

= (1) (1) (1)

M, [Sn’ Spoy? te ] h [S,E%l]+l’ S[Ezl s ser 9 8y ]
v

' = sld) () ()
MJ [Sn—:]-l-l’ Sn—j-v+l’ cee ] [s[_r%l]ﬂ, 8[9%‘1]’ ces 5 8] ]
' ) (v) (v)
M, [sn_ 17 S o1’ *° 1 [S[B.:.).‘i]ﬂ’ s[ﬂ], oo s 5y 1
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That is, re-index the items assigned to MJ by FIFO from [9—;—'1:, + 1
down to 1 and attach the superscript (J) to indicate that the items

are assigned to MJ .
Theorem 3.4t Let IL(S) be a concave function with L (8) > -1 for

0<S<S and L'(8)<-% for 0<8<S where K>1 is eny

~

finite real number. Let v >1 .

If FIFO maximizes the total field life Q’F for all i and

(1,v)*
v (1 >v) and if

K - 1Y

where S is the t + lst item remaining to be issued to some

J+1
"demand source, say Mk’ (hence te {O, 1, «eoy [n v k] } ), then

> forall 1i=1, 2, «.. , n=-J.
RI‘(J’V)* RF(J"‘i,V)* b4 2 s

Proof of Theorem 3.4: Using the notation developed above

= (k)
Sy~ Sen

and writing the entire array of items in the new notation:
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(1) (1) (1)
Ml [ [.r-l‘-v—sl_]*-l, * ® ) St+l, L I ) , sl i

(2) (2) (2
"2 Cpmeyyy’ T B o B )d

1+
(v) (v) (v)
(5]
. K- 1
But since IL(+) is nonincreasing and 0 < = <1

K-‘ t K-lt

K_l‘t'.+u
3( = > L(Sj+l+1) for all u=0, 1, ... .

Thus
>l<——‘-—lt s(k)>§—:—it:. )Y por ran1 X
PI\TX t+1/ = \" K t+1 T e
S K - 1 t+1L S(r)
Z\TK t+1

T+l
K -1 (s)

&0



Using these inequalities then Theorem 3.3 can be applied to each

demand source separately. Hence all items older than SJ may be dis-

carded lmmediately and

> forall i=1, ¢.. , n - J.
% T (g, ’
ge.e.d.

3.2 The Case for FIFO When IL(S) is Linear

In the case where L(S) is a linearly decreasing function with
slope > ~1 , precise statements can be made concerning the optimality of
F(J,v)* as the issuing policy which meximizes the total return.

The linear function L(S) allows us to combine the knowledge gained
from Theorems 3.2, 3.3, and 3.4 since we now have the condition that

L7(s) = L7(8) = -

Rl

for all 0< S < So .
Changing the notation slightly let IL(S) =aS+ b for 0<S8< S,

where b >0 >a >-1 . Hence a = - % in the preceding results.

Lemma 3.5: Let L(S) =aS+Db for 0<S<S and b>0>a>-1.

Let S8, , +¢o , S
) dy
k = l, co0 o i - l and S

be any 1 items with SJ < SJ for all
k k+1
Ji < S0 . Then if

F, = [s

31’ 331-1’ cen 831]

and Fi-l = [ sdi_l’ ese SJll

are two FIFO policies for issuing the 1 and 1 - 1 youngest items

respectively, then

&1



Q -Q - (1+ a)i'lL(sdi) =0.

i i-1

Proof of Lemms 3.5: The proof is similar to the proof of lemma 3.4.

For completeness it is given below. The proof is by induction.

Consider 1 =2 .

b

= L(SJl) and QF2 = L(sJ ) + L(S

1 2 Jl

By lemma 2.1 S, + L(sj ) < S, hence

J1

2
L(sJl + L(SJQ)) - L(SJl)
ZERY) =8
2
= L(SJl + L(SJQ)) - L(le) = aL(SJE)
= IKle + L(SJQ)) + L(SJQ) - L(Sjl) - (1 + a)L(SJ2) =0

as required.

Now assume the lemma is true for 1 - 1 and it will be shown to be true
for i . Let x be the total field life from the FIFO issuance of the
eee 5 8, ] and let y be the total field life

2
g1 o
from the FIFO issuance of the 1 - 1 items [S

i-2 1items [S

eee », 8, ] . Then

Jy o

by the inductive assumption

€2



y-x-(1+ a)i-aL(S.j ) =0 (3.2.1)
i
> y-x=(+a)'Ls, ) >o0.
i

By lemma 2.1, S +x<SO eand S +y<So thus

J1 J

+x) = a(y - x)

+y) +y - L(S +x)+x-(l+a)(y-x)=0

1

but L(S, +y) +y= and IL(S, +x)+x= hence
'jl Q'Fi QFi—l

dp

Q,Fi - QFi—l -(1+a)(y-x)=0

>4~ - a>i-l'L(sJi> +(1+ a)i"lL<s:,i> - (1+a)y-x) =0

(3.2.2)

but

(1+a)75(s, ) - (L+a)y-x) =- (1raly-x-(1+ a)'%1(s, )1
i i

= 0



by (3.2.1) and using this fact in (3.2.2) we obtain
ap -9 - (1+a) (s, ) =0
i i-1 1

as required, and by induction the lemma is proved.
g.e.d.
We are now prepared to determine the optimal issuing policy in
the linear case. Theorem 3.5 gives the optimal result when v = 1 and
Theorem 3.6 for v >1 . Since Theorem 3.5 is used in the proof of

Theorem 3.6 the proof of Theorem 3.5 is presented also.

Theorem 3.5: Let L(8) =a8+b for 0<S8<8 and P>0>a>-1.

et v=1.

r (1) p>(+a)lus,,)

and (1i) p< (1 + a)d-lL(SJ) for some J =1, evo , n -1

then F, )y, 1s the optimal policy. That is,
RF(J,l)*BRF(j+i,1)* for i 1, vee , 0 - J (3.2.3)
RF(J,l)*?-RF(J—i,]_)* for 1 =1, ses , J - 1. (3.2.4)

Furthermore,
RF(J’l)* >RF(J_1’1)* > >RF(1’1)* . (3.2.5)

I



Proof of Theorem 3.5: Inequality (3.2.3) holds by Theorem 3.3. Hence

it is only necessary to show (3.2.5); (3.2.4) then follows

immediately.
Consider
- for any 1 =20, 1, ... J-2
Fgen,)x F(geie1,1)% e
then
- = - - D
RF(J-i,l)* RF(J—i—l,l)* QF(J—i,l)* QF(J-i—l,l)*
> - - (1 + a)di(s,)
QF(J-i,l)* QF(J-i—l,l)* .
> - - (1 + a)d -t
- QF(J-i,l)* QF(J—i—l,l)* L(sy_y)
since L(°*) 1is nonincreasing and 1 > 1 + a > 0, but
_ - (1+ &) (s, ) =0
QF(a—i,n* QF(J-i—l,l)* J-1
by lemma 3.5. Thus > for all
RF(J-i,l)* RF(3—1—1,1)*
1i=0,1, vou , J - 2.
g.e.d.

An obvious consequence of Theorem 3.5 is when p < (1 + a)n-lL(Sn) ,

then F( is optimal.

n,l)*
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As mentioned previously Theorem 3.6 generalizes Theorem 3.5 to
the case v > 1 . An algorithm for obtaining the optimal vpolicy when
v > 1 is presented. For ease of defining the algorithm and for ease
of proving that an optimal policy results, it is useful to define an
augmented set of items and a search procedure. Recall that assumption
(l) of the model states that the process starts initially with n items
of initial ages O < Sl < 82 < ean < Sn . The augmented set of items is
the set of n+ v items 0 < Sl < 82 < oo < Sn < Sn+l < eee < Sn+v

where L(Si) >0 forall i=1, ... , n+ v and where the penalty cost

P has
=
p>(1+a) L(8,,y) = (L +a) " L(s ,,)

Note that 1t is always possible to find items Sn+l’ oo Sn+v
which satisfy the augmented system since Sn < SO and p 1is a fixed
positive constant; i.e., for L(S) = aS + b (with b >0 >a > -1) s,
exists and L(S) -0 as S - S . It will be shown in the proof of
Theorem 3.6 that the optimal policy for the augmented set is the same

as for the original set. We now define the search procedure.

Search Procedure: Using the re-indexed method of labelling the items

issued to each demand source, consider all adjacent pairs of items for

each demand source starting with the oldest adjacent pair for Ml’ viz.

S(lzl and S(lzl » then the oldest pair for M, viz. S(izg
[5571s2 i e
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and 8(2) , etc. for M, through Mv o« Then consider the second

L95§]+1 5
oldest adjacent pair for Ml viz. S(lzl and S(l)l s, ote. for M2
5%;‘]+l [535-]

through Mv . Continue in this manner searching all adjacent pairs in

order of their age from oldest palr to the youngest pair.
We can now state and prove Theorem 3.6.

Theorem 3.6: Let L(S) =aS+Db for 0<S8<S and b>0>a>-1.
Let v>1.

Two cases are possibles

(1) if p.E'L(Sl) then the penalty cost is greater than the
value received from any item hence it does not pay to issue
any item but if v items must be issued then F( x 18
V,V)

optimal.

(1i) if p_é'L(Sl) then apply the Search Procedure to the

augmented set of items. If for some demand source Mi’ it
is the first demand source such that for some

J=1, «o0o , Pgii] + 1

(x+ 97(sl) >0 > (2 + @)lusi) (3.2.6)

+hen the FIFO policy which issues all items of initial age
iess than or equal to Sgi) and discards all items strictly
older than Sgi) is the optimal issuing policy. That 1is,

if S(i) =3, then F

3 + (t,v)* is optimal.
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Before beginning the proof of this theorem, it will be enlightening
to consider the effect of the theorem on a simple example. Let n = 10

and Vv = 3 , then the augmented set of items is S

102 8130 Sy00 Sgs

assigns:
3)*

813,

Sgs S77 Sgs Sg» Sy5 S5 Sp, 8 and the policy F(j,

M, receives [815, 5107 ST’ 8y Sl]

M, receives [812’ 89, Sg» 83]

M3 receives [Sll, 8y 85’ 82]

where in the process of augmentation, [%] = 3 then

2> (1+ a)’K(s,) > (1 + )7L ,) > (1 + a)’Ls;y) > (1 +a)'Lsy,) -

Now we look at all adjacent pairs from oldest to youngest 1.e., we

look at

(850 85)5 (845 8,), (8¢, 85), (S5, 8,), (8, 8,)

Let us say that (SlO’ 87) is the oldest adjacent pair which satisfies

(3.2.6). Then

(1 + a)eL(SY) >p>(1+ a)BL(SlO) .
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Furthermore the following relationships hold:

P < (1+a)%L(s)) < (1 + a)?L(sy) 5 (1 + &)%K(sy)

and  p>(1+a)’L(sg) > (1+a)PL(5) > (1 + a)’ulsy) -

Thus if we apply Theorem 3.5 to maximize the total field life from each
demand source, we find that for Ml we use S7, Sh’ Sl and discard

Slo and 813, for M2 we use S6’ 85 and discard 89 and 312’ for

M3 we use S5’ 82 and discard 88 and S

S3, S5 and 82 and discarding 813, Sl2'

Now Theorem 3.6 says F(

11° But using S7, Sh’ Sl’ S6’

S 9’ and S8 is Just

1y’ SlO’ 8

F(7 3)% 7,3)% is optimal hence it is only
J 2

. necessary at this point to show that the sum of the individual maxima
results in the meximum total field life. This last step is immediate
however, since lemma 2.3 shows that the same items are always grouped

together for all F(i,v)* i.e., item S1 1s issued after item

Sl+v =8 and Sh is issued after item S

is issued after item S

140y = S7 ete. Likewise 52

oty = 85 etec. Hence we can do no better for the
total set of items than to maximize the field 1life from each individual set.
The proof of Theorem 3.6 follows in the same manner as the example

above.,

Proof of Theorem 3.6:

Part (i): p > L(Sl) implies p > (1 + a)d-lL(Sgi)) for all

d=1, «ev, [E%l] and 1 =1, ... , v since L(') is nonincreasing.
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Part (ii): Assume there exists an Sgi) and Sgii with the
property that upon application of the Search Procedure these two items
are the first adjacent pair found to satisfy (3.2.6). Since Sgi) is
the first item with p < (1 + a)‘j-lL(Sgi)) then for all items s£k>

strictly older than Sgi) i.e., Sgl) < Sék) we have

- (
(e )" (sl <o (5.2.7)

Now at least Vv such Sﬁk)'s exist since the augmented set of items

[2=r1+1
has p > (1 + a)

[2=d1n

>(1+a) ¥ L(s ) for all J =1, vee , v -

nty=-J+1

Furthermore for all items 81(1k) < sgi) .
p<(1+ a)J-lL(Sgi))
< (1 + a)dip(sli)y
< (1 + a)u_ll(sl(lk)) (3.2.8)

since u<J and O0<1l+a<1l.
Using (3.2.7) and (3.2.8) we see that for each demand source Mk
if we let wu_ be the subscript of the first item satisfying (3.2.8) then

for all k =1, 2, ve , v s <2} g (6] S (1) gy
A w1 7
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(1 + a)ukL(S(k) ) <p<(1+ a)uk—lL(s(u;‘)) (3.2.9)

Hence for each demand source we can apply Theorem 3.5 to maximize the

total return for that demand source.

k)

Therefore, if we let R§ be the return to Mk starting with

item Sﬁi) and following a x FIFO policy, then by Theorem 3.5

Ré,k) _> f&(}{) fOI‘ all k = l, ese o v and
+w
“k L =1, .v. , [E%E] t2-u

and

R}‘;,k;; ER,E_,k) for all k
% "4

il
=
-

vo , V and

il

y l,euo,uk"lo

Hence to maximize the total return for each Mk we merely discard all
items older than S(k) and follow a FIFO policy for the remaining
items. But by so doing we are precisely following policy F(t,v)*
since all items Su > Sgi) are discarded and all items Su_s Sgi) are
issued.

We must now show that maximizing the total return for each Mk is
the same as maximizing the total return for all Mk's put together.
But this is immediately apparent since by lemma 2.3, the relative item
assignment by FIFO for any two policies F(f,v)* and F(g,v)* (for

say g < f)} 1s the same for all items common to each policy except that



the demand sources are rotated as tc the specific set of items assigned

to them. That is under any F volicy Sl is assigned to the

(k,v)*

same demand source as are items S is assigned to the

Sipve Spapy? ree 3 8

same demand source as are items ;3 ete. Thus maximizing

Soryr Sprpyr oo
the individual returns also maximizes the total return. Hence F(t,v)*
is optimal since this policy maximizes all of the individual returns to
each Mk'

q.e.d.

Before proceeding to the next section it should be pointed out

that if the assumption that the process begins with the issuance of v
items to Ml, cre MV 1s retained, then it is only necessary to find
the optimal policy among the n ~ ¥ + 1 policies F(v,v)*’ cee s F(n,v)*'
This would be the case for the theorems of section 3.1 as well as for
the theorems of this section. In addition if we insist that all items

with positive field life remaining must be issued, then the optimal

policy will be found among the n -~ v + 1 policies

F(V,V)*’ ece F(n,V)* 8180.

3.3 The Case for LIFO

The results of this section are very similar to the results of the
last two sections in that we reduce the search for the optimal policy to
the case of searching only n policies. Indeed these n policies bear
strong resemblance to the n policies of the previous sections, Here

we will be concerned with the n LIFO policies L(1 V)®? tet s L(n V)*
) ?
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where L(i v)* is the LIFQ issuance of the 1 youngest items in the

and RL

stockpile to the Vv demand sources. Defining QL

(i,v)* (i,v)*
as the total field life and the total return, respectively, when
following policy L. v, (R = - i+ p) , we can state

e

Theorem 3.7: Let L(S) be a convex nonincreasing function. Let
v >1 . If LIFO is the issuing policy which maximizes the total field
life for any 41 items in inventory, then the optimal issuing policy

which maximizes the total return must be one of the n policies

M Ma,vw o My

We defer the proof of Theorem 3.7 until we have stated and proved

the following three lemmas.

Lemma, §.6: Let L(S) be a nonnegative convex nonincreasing function
defined on [0, =). Let 8, <8, De any two points on [0, ») « Then

L(s, + u(s))) >- 1.

Proof of Lemma 3.61

(i) 1r ﬁ+(82)_2 -1 , then since L(') is convex nonincreasing

+
L (32 + L(Sl)) >-1,

(11) TIf L+(82) < -1, then let B be the point where L (8) < -1
and 1?(§)_3 -1 . Now S <« since L(S) is a nonnegative

convex nonincreasing function. Furthermore 82 <8 and

]
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L(S) - L(s,)
g <1
2

which implies

L(s,) + S, >L(S) +§>F8.

Then L(Sl) + 8, > L(SQ) + 8, >% since IL(*) 4isnonincreasing. We

finally obtain

-1 TU(E) ST (s, + 1(8)) S T(s, + L(s))

since IL(8) 1is convex nonincreasing.

g.e.d.
Lemma 3.7¢ Let L(S) be a convex nonincreasing function on [0, =).
Let v=1. Let two sets of items with the following characteristics

be givent

H
|
—
2]

.ee 5, 818, <s snd S_ <8}
n n o

IT = (8., ... . 818, <8 and 8 <8)
n' n Q

‘and si_5§i for all i=1, «.. , n . Denote by Q  and &L the
total field life by LIFO issuance of the items of Set I and Set IIX

respectively. Then QL_> QL .
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Proof of Lemmsg 3.7: The proof will be by induetion. ILet n =1 . Since

L(*) is nonincreasing and 8, < gl then L(Sl) > L(§l) as required.
Assume the lemma is true for n = k and it will be proved true for
n==%k+1.

Let x and y denote the total field lives from the LIFO issuance
of the first k items in Sets I and IT respectively. Now x >y by
the inductive assumption and x >0 and y >0 since L(Sl) >0 and

L('él) >0 . We must show

Q’L =x + L(Sk+l + %) >y + L(§k+l +y) = aL (3.3.1)

If x =1y, then (3.3.1) obviously holds. If x >y , then by lemma 3.6

L'(8 .. +7) > -1 and L+(Sk + x) >-1 . Now since

k+1 +1

Sk-i-l + x > Sk+l +y and L(S) is convex nonincreasing,

A

- + ~
L (sk+l +x) >L (sk+l

+ y) _> "l °
We now obtain

L(8 .y +x) - LS4 *+ V)
x-y

> -1

and

LS *¥) +y SIS, +x) +x

< L(S + x) +x

k+1

9%



and (3.3.1) holds. By induction the lemms is proved. Note that if

+x) =0 andfor L(S_,. +y) = O the proof still holds.

L(Sk+l k+1

g.e.d.
Denote by Li v the policy of issuing any i dtems to v demand
2

sources by LIFO.

Lemma 3.8: Let L(S) be a convex nonincreasing function. Let v >1 .
If LIFO is the policy which maximizes the total field life for any i
items in inventory, then > QL
(l v)* "~
This lemma is a direct consequence of lemma 3.7 when v =1 . However

for v > 1 the proof becomes somewhat more complicated.

Proof of Lemma 3.8: Choose any i items from the n possible items

and denote them by S, <8, < =+ < st . Assume that the i items
1 2 i
are not the 1 newest items. Let Qp (S, » e«sa , S, ) Dbe the total
t ti
field life obtained from issuing these i items by LIFO. We will show

that there is a policy which yields a greater total field life, call

this policy A.

Policy A: Let S be the youngest item of the 1 items such

that s % 8, . If MJ is the demsnd source which

receives item 8 under L, (S 5 eee 5 S, ) then
tj tl ti
instead of issuing S to M issue S in its

ty J J

place. Do not change any of the other items, their
order of issue or the demand source to whom they are

issued.

o



By lemma 3.7 the field life contributed by Mj under policy A is

greater than or equal to the field life under policy L, (S cee s Sy ).

2
Y 1

And the total field life of the other Mk's (x % J) is unchanged.

Thus

_ v (4)
kngMk-'-Qsz QMk Q,L t""’sti)’
k#J

But LIFO is optimal for any 1 items. Hence

Q (S.5 eee , 8,, 8 s ecee 5 S, )
Ly 1 37 Ty ¥y

>Q, > (8., «v. , 8., 8 s eee 5 S, )
A Qz.i’v 1 tJ tJ+l ty

Now apply policy A again to the new set of items

S 82, oo SJ’ S 3 eee St and continue this process until

1 Tye1 1
Q > QL (St s eee s By ) as required. The process terminates
(1,v)* ¥y

at policy L(i v)* since there are only a finite number of items (au

most n) to replace.

q.e.d.

We are now ready to prove Theorem 3.7.

Proof of Theorem 3.7: Let Ai v be any arbitrary policy of issuing
J

any 1 items to the v demand sources. Now since LIFO is optimal for
any 1 then QL > QA and by lemma 3.8 we have

1,v i,V
9,

> >Q . Now L 4 1ssues at most 1 items (less
1,v)¥ QLi,v ALy (1,v)
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than i if some have zero field life). Thus,

RL P QL - ip > QA - ip = RA .

—

(i:v)* (i)V)* i,v i,v

And since Ai , vas any arbitrary policy, the theorem is proved.
)

g.e.d.

Corollary 3.3: Let L(S) be linear on [O, so] with L'(S) = -1 on
[o, So] . Let v >1 . The optimal policy which maximizes the total

return must be one of the n policies L(l V)R Tt L(n )%
s b4

Proof of Corollary 3.3: By lemma 5.2 (ff.) LIFO maximizes the total

field life for any 1 items assigned to the v demand sources. There-
fore, the application of Theorem 3.7 proves the corollary.

q.e.d.
Theorem 3.8: Let L(S) be a convex or a concave differentiable function
on [0, sO] with L'(8) < -1 on [O, so] . Let v >1 . The optimal

policy which maximizes the total return must be one of the v policies

L(lyv)*’ e L(V)V)* )

Proof of Theorem 3.8: By Zehna [11] Theorems 2.4, 2.6, 4.2 and 4.3,

LIFO maximizes the total field life for any i items and v demand
sources. Since this condition satisfies the hypothesis of Theorem 3.7,
we merely apply Theorem 3.7 and we have proved Theorem 3.8 in the convex
case. However the following proof holds for both the convex and concave
cases. If oniy 1 items where 41 < v have the property that L(SJ) >p

for J =121, ... , 1 then it is never optimal to issue more than the 1
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newest items since if more than 1 items are issued the penalty costs
exceed the value of the additional items or if the i items issued are
not the 1 newest items then the total return can be improved by
issuing the 1 newest items. Henceforth assume i > v items have the
property that L(SJ) >p for =1, ... , 1. Now for any $ <8
and since L'(S) < -1 we have

1(s,) - 1(s)

s -s <"t
(¢

which implies

8, < L(s) + 8. (3.3.2)

As pointed out above Zehna's theorems prove that LIFO maximizes the total
field life. Hence for any policy A Q'L >Q o t under LIFO
i,v - Ai y
2
after the first v items are issued to start the process, all other

items Sk > Sv have field life of zero when they are to be issued since

8 * L(Sv) >8, + L(Sv) > 8

by (3.3.2). Hence LIFO issues only v items. Therefore

fL=f - VIR mver

>Q ~31 . p=R
Ai Ai

and since Ai was arbitrary, the theorem is proved.
q.e.d.
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Just as in the case for FI¥FO, if we retain the assumption that
v items must be issued to start the process, then the optimal policy
will be found among the n - v + 1 policies L(v,v)*, ces L(n,v)*
in the general case of Theorem 3.7 and Corollary 3.3 and will be
L(v,v)* in the case of Theorem 3.8. Furthermore it should be noted
that if the assumption is retainedvthat any item will be issued provided
it has positive field 1life, then LIFO is optimal for Theorems 3.7 and
3.8 and Corollary 3.3. By LIFO it is meant that the newest item is
always issued to a demand source provided the item has positive field
life (in Theorem 3.8 LIFO = Ley,v) ) .

It is also interesting to point out that if only i items where
1 < v have the property that L(Sj) >p for J=1, «.. , 1 then
L(i,v)* is the optimal policy for the general case of Theorems 3.7 and
3.8 and for Corollary 3.3. The proof of this statement is the same as

is given in Theorem 3.8.
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