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Parameter Estimates for Symmetric Stable Distributions

EUGENE F. FAMA and RICHARD ROLL

Building on results of an earlier article [6], estimators are suggested for the scale parameter and characteristic exponent of symmetric stable distributions, and Monte Carlo studies of these estimators are reported. The powers of various goodness-of-fit tests of a Gaussian null hypothesis against non-Gaussian stable alternatives are also investigated. Finally, a test of the stability property of symmetric stable variables is suggested and demonstrated.

1. INTRODUCTION

Stable distributions are becoming more common as data models, especially in economics where many interesting quantities can be expressed as sums of random variables, (see e.g., [5, 11]). Such empirical efforts have been hampered by a lack of known closed-form densities for all but a few members of the stable class. In [6] we attempted to alleviate this problem by supplying probability tables of symmetric members of the stable class and by studying estimators of their location parameters. In this article, we suggest estimators for the two remaining parameters of symmetric stable distributions, the scale parameter and the characteristic exponent. In addition, we examine two test procedures that may often be useful in data analysis: (a) goodness-of-fit tests of normality against non-normal stable alternatives, and (b) tests of the property of stability.

2. AN ESTIMATOR OF THE SCALE PARAMETER, \( c \)

An estimate of \( c \) can be obtained from sample fractiles. If the appropriate fractiles are chosen, the estimate will be only slightly dependent on \( \alpha \), the characteristic exponent.

In particular, the .72 fractile of a standardized (i.e., \( \delta = 0 \), \( c = 1 \)) symmetric stable distribution is in the interval \( .827 \pm .003 \) for \( 1 \leq \alpha \leq 2 \) (see [6, Table 3]). Thus, given a random sample of \( N \) observations, a sensible estimator of \( c \) is

\[
\hat{c} = (1/2)(.827)[\hat{\delta}_{.72} - \hat{\delta}_{.58}],
\]

where \( \hat{\delta} \) refers to the \( (f)(N+1) \)st order statistic, which

\[\sigma^2(\hat{c}) \approx \frac{2(.28)(.72 - .28)}{N \left[ p(\alpha, .72) \right]^2} \left( \frac{1}{1.554} \right)^2, \tag{2.2} \]

where \( p(\alpha, f) \) is the density of the distribution of \( z \) at the \( f \) fractile. Since symmetry is assumed, the distribution of \( c \) is independent of the location parameter of the underlying random variable, \( x \). The scale of \( x \) affects the asymptotic variance of \( \hat{c} \) through the density \( p(\alpha, .72) \) which appears in the denominator of (2.2). For a nonstandardized symmetric stable distribution (i.e., \( \alpha \neq 1 \), \( \delta \neq 0 \), \( \sigma^2(\hat{c}) \) is, of course, \( c^2 \) times the value of \( \sigma^2(\hat{c}) \) for \( \alpha = 1 \).

Table 1 reports the results of a Monte Carlo study of the properties of \( \hat{c} \). \( N \) is the sample size and \( n \) the number of replications; \( E(\hat{c}) \) is the asymptotic expectation of \( \hat{c} \), obtained by substituting the true fractiles \( x_{.72} \) and \( x_{.28} \) into (2.1); \( \sigma(\hat{c}) \) is the asymptotic standard deviation, obtained from (2.2); \( \hat{c}, \hat{\sigma}_{\text{med}} \) and \( \hat{\sigma} \) are the mean, median and standard deviation of the Monte Carlo sample values of \( \hat{c} \); and \( SR \) is the studentized range (i.e., the range of the Monte Carlo distribution of \( \hat{c} \) divided by its standard deviation). Differences between \( \hat{c} \) and the asymptotic expectations \( E(\hat{c}) \) in Table 1 (which differences are largest for small \( \alpha \) and \( N \)) are due to finite sample bias of sample fractiles as well as to sampling variation. As one would expect,

\[\text{Monte Carlo samples were obtained as follows. First 50,000 "cumulative probabilities" (i.e., random numbers from the uniform distribution } U(0, 1) \text{ were generated. For each randomly chosen cumulative probability, the numerical inverse function of } \Phi(\alpha) \text{ was used to obtain the seven standardized } (\delta = 0, c = 1) \text{ symmetric stable random deviates corresponding to } \alpha = 1.0, 1.1, 1.3, 1.5, 1.7, 1.8, 2.0. \text{ The result is seven samples of 50,000 observations, but the samples are not independent since the ith observation in each corresponds to the same cumulative probability. This is actually an advantage since, as we shall see, it facilitates comparisons of the sampling properties of a given estimator for different values of } \alpha. \text{ For each } \alpha \text{ the random numbers were grouped on magnetic tape into five blocks of 10,000 each. The number of replications } n \text{ is simply one less than five times the largest integer less than or equal to } 11,580/2. \text{ The Monte Carlo results will depend on whether the 50,000 cumulative probabilities conform well to } U(0, 1). \text{ The population mean, variance, second moment and third moment for } U(0, 1) \text{ are, respectively, } 0, 0.693, 3.85, \text{ and } 25; \text{ the sample values are } 0.00070, -0.2967, 3.8507, \text{ and } 24.9644. \text{ Finally, a chi-square test of the sample cumulative probabilities against } U(0, 1) \text{, using twenty equal subintervals of length } .25 \text{, yielded the value } 19.87 \text{—just slightly above the median of the chi-square distribution with } 19 \text{ d.f. We conclude that the sample conforms extremely well to } U(0, 1). \]
### Table 1. SUMMARY STATISTICS OF MONTE CARLO DISTRIBUTIONS OF \( \varepsilon \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( n )</th>
<th>( \hat{\varepsilon} )</th>
<th>( \hat{\sigma}(\hat{\varepsilon}) )</th>
<th>( \hat{\varepsilon}_{med} )</th>
<th>( \hat{\sigma}(\hat{\varepsilon}_{med}) )</th>
<th>( \hat{\varepsilon}_{SR} )</th>
<th>( \hat{\sigma}(\hat{\varepsilon}_{SR}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n = 99, n = 589 )</td>
<td>( n = 199, n = 55 )</td>
<td>( n = 99, n = 589 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha = 2 )</td>
<td>( 1.000 )</td>
<td>0.980</td>
<td>1.016</td>
<td>1.017</td>
<td>0.968</td>
<td>0.934</td>
<td>0.944</td>
</tr>
<tr>
<td>( \alpha = 1.8 )</td>
<td>( 1.000 )</td>
<td>0.980</td>
<td>1.016</td>
<td>1.017</td>
<td>0.968</td>
<td>0.934</td>
<td>0.944</td>
</tr>
<tr>
<td>( \alpha = 1.6 )</td>
<td>( 1.000 )</td>
<td>0.980</td>
<td>1.016</td>
<td>1.017</td>
<td>0.968</td>
<td>0.934</td>
<td>0.944</td>
</tr>
<tr>
<td>( \alpha = 1.4 )</td>
<td>( 1.000 )</td>
<td>0.980</td>
<td>1.016</td>
<td>1.017</td>
<td>0.968</td>
<td>0.934</td>
<td>0.944</td>
</tr>
<tr>
<td>( \alpha = 1.2 )</td>
<td>( 1.000 )</td>
<td>0.980</td>
<td>1.016</td>
<td>1.017</td>
<td>0.968</td>
<td>0.934</td>
<td>0.944</td>
</tr>
<tr>
<td>( \alpha = 1.0 )</td>
<td>( 1.000 )</td>
<td>0.980</td>
<td>1.016</td>
<td>1.017</td>
<td>0.968</td>
<td>0.934</td>
<td>0.944</td>
</tr>
</tbody>
</table>

\( \varepsilon - E(\varepsilon) \) declines as \( N \) increases and in all cases \( \hat{\varepsilon} \) is
within the interval \( E(\varepsilon) \pm 2 \sigma(\varepsilon)/\sqrt{N} \).

Moreover, except when both \( \alpha \) and \( N \) are small, the standard deviations \( \hat{\sigma} \) of the Monte Carlo distributions of \( \varepsilon \) are close to the asymptotic values \( \sigma(\varepsilon) \), and the studentised ranges \( \hat{\varepsilon}_{SR} \) indicate close fits to normality. In short, even in small samples the distributions of \( \varepsilon \) conform closely to their asymptotic counterparts.

When a sample is known to be drawn from a Gaussian distribution (\( \alpha = 2 \)), the sample standard deviation \( \hat{\sigma} \) is a substantially more efficient estimator of \( \varepsilon \) than \( \hat{\varepsilon} \). When \( \alpha = 2, c^2 = \sigma^2/2 \), where \( \sigma^2 \) is the population variance. Thus \( c^2 = 2 \) for the standardised symmetric stable distribution with \( \alpha \). Since in the Gaussian case the asymptotic variance of \( \hat{\sigma} \) is \( \sigma^2 \), the ratio of the asymptotic variances of the two estimators of \( \varepsilon \) is \( \text{Var}(\hat{\varepsilon}/\sqrt{2})/\text{Var}(\hat{\sigma}) = 314 \).

But this loss of efficiency may not be a large price to pay for the greater robustness of \( \hat{\varepsilon} \) when \( \alpha \) is unknown. When \( \alpha < 2 \), the sampling dispersion of \( \hat{\varepsilon}/\sqrt{2} \) increases rapidly as \( \alpha \) decreases. For example, the mean absolute deviations of the Monte Carlo distributions of \( \hat{\varepsilon}/\sqrt{2} \) and \( \hat{\varepsilon} \) for \( N = 589 \) were as follows:

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \varepsilon(2/\sqrt{2}) )</th>
<th>( \varepsilon(\sqrt{2}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 2 )</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>( \alpha = 1.8 )</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>( \alpha = 1.6 )</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>( \alpha = 1.4 )</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>( \alpha = 1.2 )</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>( \alpha = 1.0 )</td>
<td>0.998</td>
<td>1.000</td>
</tr>
</tbody>
</table>

The mean absolute deviation (MAD) itself has been suggested as an estimate of dispersion when the sample may have arisen from a stable non-Gaussian process. But Monte Carlo investigations of the MAD indicate that it is less efficient than \( \hat{\sigma} \) except when \( \alpha \) is close to 2. Moreover, the expected MAD is dependent on \( \alpha \). For example, sample means and standard deviations of the MAD and of \( \hat{\varepsilon} \) obtained from 101 Monte Carlo samples of size \( N = 589 \) were as follows:

3. ESTIMATORS FOR THE CHARACTERISTIC EXPONENT \( \alpha \)

The characteristic exponent \( \alpha \) determines the “type” of a symmetric stable distribution. Stable distributions are more “thick-tailed” the smaller the \( \alpha \). With standardized distributions, for example, the .95 fractile decreases monotonically from 6.31 for \( \alpha = 1 \) to 2.33 for \( \alpha = 2 \).
where $G$ is a function that uniquely maps the fractile $\gamma$ to

$$\gamma = G(f)$$

and

$$f = G^-1(\gamma)$$

(3.2)

from the sample. Given that $\alpha$ is a symmetric stable variate, $f$ is an estimate of the theoretical symmetric stable distribution from which the sample was drawn. For large $n$, the distribution of $f$ is consistent with the theoretical distribution of $f$. This is an estimate of the distribution of $f$.

The value of $f$ in (3.1) is determined empirically. An alternative to choosing large sample size is that differences between fractiles for different sample sizes remain small, even for small sample sizes. Monte Carlo experiments are used to determine the optimal value of $f$. In (3.2), apparently cannot be determined analytically. An alternative is to choose large sample sizes.
Table 3. MONTE CARLO DISTRIBUTIONS OF \( \hat{\sigma}_{.95} \) FOR N = 24, n = 2494; N = 49, n = 1219; N = 74, n = 804

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2.6</th>
<th>1.9</th>
<th>1.7</th>
<th>1.5</th>
<th>1.3</th>
<th>1.1</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\sigma}_{.95} )</td>
<td>1.77</td>
<td>1.87</td>
<td>2.03</td>
<td>2.17</td>
<td>2.30</td>
<td>2.46</td>
<td>2.60</td>
</tr>
<tr>
<td>( \hat{\sigma}_{.90} )</td>
<td>1.80</td>
<td>1.95</td>
<td>2.15</td>
<td>2.35</td>
<td>2.56</td>
<td>2.76</td>
<td>2.96</td>
</tr>
<tr>
<td>( \hat{\sigma}_{.75} )</td>
<td>1.82</td>
<td>2.00</td>
<td>2.20</td>
<td>2.40</td>
<td>2.60</td>
<td>2.80</td>
<td>3.00</td>
</tr>
<tr>
<td>( \hat{\sigma}_{.60} )</td>
<td>1.85</td>
<td>2.10</td>
<td>2.40</td>
<td>2.70</td>
<td>3.00</td>
<td>3.30</td>
<td>3.60</td>
</tr>
<tr>
<td>( \hat{\sigma}_{.30} )</td>
<td>1.90</td>
<td>2.25</td>
<td>2.60</td>
<td>3.00</td>
<td>3.40</td>
<td>3.80</td>
<td>4.20</td>
</tr>
</tbody>
</table>

Since the value of \( \alpha \) for a stable distribution must be in the interval \( 0 < \alpha \leq 2 \), observed values of \( \hat{\sigma} \) greater than 2 were assigned the value 2. No values of \( \hat{\sigma} \) at the lower bound \( \alpha = 0 \) were observed in our experiments—because we only generated data for distributions with \( 1 \leq \alpha \leq 2 \).

Concentrating on Table 2, when \( \alpha \geq 1.9 \), the best estimator, in terms of both low bias and standard deviation, is \( \hat{\sigma}_{.95} \). This reflects the fact that when \( \alpha \) is close to 2, one must look further into the tails of symmetric stable distributions to find noticeable differences in the values of a given fractile for different values of \( \alpha \) (see [6, Table 3]). And large samples permit one to obtain reliable estimates of these extreme fractiles.

But if one does not have both a large sample and knowledge that the true value of \( \alpha \) is close to 2, then \( \hat{\sigma}_{.95} \) is a relatively poor estimator. In terms of both minimum bias and dispersion it is dominated by both \( \hat{\sigma}_{.90} \) and \( \hat{\sigma}_{.75} \) when \( \alpha < 1.9 \), and its inferiority relative to these two estimators is more substantial the lower the value of \( \alpha \).

When \( \alpha \) is close to 1.0 there is no substantial advantage in using estimates of \( \alpha \) based on fractiles lower than the .95. For example, in Table 2, the standard deviations of \( \hat{\sigma}_{.90} \) are never substantially lower than those of either \( \hat{\sigma}_{.95} \) or \( \hat{\sigma}_{.75} \); indeed \( \hat{\sigma}_{.90} \) and \( \hat{\sigma}_{.75} \) are always lower than \( \hat{\sigma}_{.95} \) when \( \alpha > 1.3 \), and the dominance of these two estimators is stronger the higher the value of \( \alpha \). Though not reported, values of \( f < .93 \) had been also tried (e.g., \( f = .90, .85 \)), but the sampling distributions of \( \hat{\sigma} \) obtained were more dispersed than those for \( f \geq .93 \).

Tables 2 and 3 show that all \( \hat{\sigma} \) estimators have some downward bias for all values of \( \alpha \) when \( N \leq 99 \). For larger sample sizes and for \( \alpha \leq 1.7 \), the estimators \( \hat{\sigma}_{.95} \), \( \hat{\sigma}_{.90} \), and \( \hat{\sigma}_{.75} \) show trivial bias but more usually none at all. In large samples the bias of these estimators when \( \alpha \) is close to 2 results from the truncation of the sampling distributions at the value \( \hat{\alpha} = 2 \).

But though \( \hat{\sigma}_{.95} \) and \( \hat{\sigma}_{.90} \) are "robust" relative to other estimators in the class defined by (3.2), they may be inefficient \( \omega \)-\( \omega \) relative to other classes of estimators. \( \hat{\sigma} \) has few competitors\(^7\) and two we had thought most promising were tested.

First, since sample fractiles are not perfectly positively correlated, some average of \( \hat{\sigma} \) for different values of \( f \) might have a lower sampling dispersion than \( \hat{\sigma} \) alone. But choosing an optimum average would itself be a difficult problem. We know that for \( f < .93 \), \( \hat{\sigma} \) is not individually as reliable as for higher values of \( f \). On the other hand, closely adjacent values of \( f \) would cause components of the average to be highly intercorrelated.

One compromise is the composite estimator,

\[
\hat{\sigma} = [\hat{\sigma}_{.95} + \hat{\sigma}_{.90}] / 2.
\]

But in our experiments \( \hat{\alpha} \) turned out to be slightly more biased and to have slightly higher standard deviation than \( \hat{\sigma} \).

An estimator completely unrelated to \( \hat{\sigma} \) was suggested in [5]. A sum of \( m \) independent, identically distributed, stable variables is stably distributed with the same characteristic exponent but with scale parameter

\[
c_m = m^{1/\gamma} c_1,
\]

where \( c_1 \) is the scale parameter for individual terms in the sum. Solving this expression for \( \alpha \) and substituting estimates of \( c_m \) and \( \hat{\alpha}_m \) gives an estimator

\[
\hat{\alpha} = \log m / (\log \hat{\alpha}_m - \log \hat{\alpha}_m).
\]  

We tested \( \hat{\alpha} \) for 55 samples of size \( N = 999 \) and summing intervals \( m = 2, 5, 10 \). The scale parameters estimates \( \hat{\alpha}_m \) and \( \hat{\alpha}_m \) were obtained from (2.1). That is, for each sample of \( N = 999 \), (2.1) was used to compute \( \hat{\alpha}_m \), then to compute \( \hat{\alpha} \) for non-overlapping sequential sums.

\(^7\) Indeed, in order to obtain a feeling for the frustrations and in earlier attempts to estimate \( \alpha \), see [6].
of two observations and then similarly for sums of five and ten. The results of our tests for each of the three summing intervals were clear cut: $\hat{\alpha}$ is an inefficient estimator relative to $\hat{\alpha}_{SR}$. In every case the standard deviation of $\hat{\alpha}$ was at least twice that of the corresponding distribution of $\hat{\alpha}_{SR}$.

In short, for $0.95 \leq f \leq 0.97$, the simple interractile estimator $\hat{\alpha}_j$ has sampling properties that are "robust" against variation in the true value of $\alpha$. This estimator has high reliability in large samples and is more efficient than the available competitors we have tested.

### 4. SOME GOODNESS-OF-FIT TESTS OF NORMALITY AGAINST NON-NORMAL STABLE ALTERNATIVES

Models based on normality assumptions are commonly justified by appeal to the Central Limit Theorem, since the variables under consideration are often sums of random variables. But the Gaussian is just one member of the class of limiting distributions, so that other distributions for which the Generalized Central Limit Theorem also applies (viz., non-normal stable distributions) are appealing alternatives in goodness-of-fit tests of Gaussian null hypotheses.

Tables 4 and 5 report the powers of several goodness-of-fit tests of normality against non-normal symmetric stable alternatives. The test statistics examined are the Shapiro-Wilk (SW), the studentized range (SR), and $\hat{\alpha}_f$ for $f = 0.95, 0.99$. Let $x_j$ be the $j$th order statistic from a sample of size $N$. Then the studentized range $[3]$ and the Shapiro-Wilk statistic [13] are defined as

$$SR = \left( \frac{N}{N-1} \right)^{1/2} \left( \frac{1}{N-1} \sum_{j=1}^{N} \left( x_j - \bar{x} \right)^2 \right)^{1/2},$$

$$SW = \sum_{j=1}^{N \lfloor N/2 \rfloor} \alpha_{i_{j-1}}(x_{i_{j-1}} - \bar{x})/\sum_{j=1}^{N} (x_j - \bar{x}),$$

where $\bar{x}$ is the sample mean of the $x_j$, $I(N/2)$ is the greatest integer equal to or less than $N/2$, and the weights $\alpha_{i_{j-1}}$ are the approximated coefficients suggested by Shapiro and Wilk [13, p. 596]. The statistic $\hat{\alpha}_f$ is, of course, the estimator of $\alpha$ defined by (3.2) and discussed in Section 3.

---

*The analysis summarized in Tables 4 and 5 was also performed for the following goodness-of-fit statistics: Shewhart's statistics [15]; the Kolmogorov-Smirnov [6], Cramer-Von Mises [2], and Anderson-Darling [1] tests; Dutilleux's [4] Modified Median, Modified Probability, and Modified Kolmogorov tests; and chi-squares with 9 d.f. In each case these statistics had lower power than SR and SW for the symmetric stable alternatives considered. Of course, it is not too surprising that SR and SW performed better. They were specifically designed for a Gaussian null hypothesis while the other tests are distribution free.*
Monte Carlo distributions of each statistic were obtained for nine sample sizes \( N \) and seven values of \( \alpha \), including null distributions for \( \alpha = 2 \). For SW and \( \Delta \), departures from normality lead to low values of the test statistics. Thus, for given \( N \) and \( \alpha < 2 \), the power for a Type I error \( PR(I) \) was the proportion of times the Monte Carlo test statistic was below the \( PR(I) \) fractile of the Monte Carlo null distribution. On the other hand, since non-normal stable distributions would be expected to yield large values of the studentized range, the power of SR, given \( \alpha < 2 \), and \( PR(I) \), was the proportion of times SR exceeded the 1 - \( PR(I) \) fractile of the Monte Carlo distribution of SR for \( \alpha = 2 \).

As indicated in Footnote 4, the Monte Carlo data distributions for different values of \( \alpha \) are obtained from the same underlying sample of cumulative probabilities so that when the null distributions are computed from the Monte Carlo data, the resulting test powers measure the pure effect of varying \( \alpha \) in the non-null distribution. But in fact our procedures are dictated as much by necessity as by virtue. Exact fractiles of the null distributions of test statistics reported in Tables 4 and 5 have been tabulated [3] only for the studentized range, and then only for a limited number of sample sizes and fractiles.

For the larger sample sizes (Table 5) results are reported only for \( \alpha = 1.9, 1.7 \). Lower values of \( \alpha \) are omitted since when \( N \geq 99 \), both SR and SW have almost perfect power against alternatives with \( \alpha \leq 1.5 \). For the sample sizes reported in Table 5, SR shows more power than SW for all \( \alpha \). But for \( N = 24, 49 \) (Table 4), SW shows more power than SR in some cases. This is in conformance with the results of Shapiro, Wilk, and Chen [14] who do not consider the larger sample sizes. Even in the smaller samples, however, the advantage of SW over SR is marginal except for \( N = 24 \) and \( \alpha \approx 1 \). Thus given the relative difficulty of obtaining the coefficient weights \( a_{m-j} \) required to estimate SW, the studentized range SR would seem to be a good general technique for goodness-of-fit tests of normality against non-normal stable alternatives.

Finally, any procedure for estimating \( \alpha \) can be used as the basis of goodness-of-fit tests of normality. Tables 4 and 5 suggest, however, that \( \Delta \) performs poorly as a goodness-of-fit test compared to SW and especially SR. On the other hand, although SW and SR work well in

\begin{table}
\caption{Tests of Stability}
\label{table6}
\begin{tabular}{l|ccc}
\hline
Distribution & \( N = 999 \) & Differences for Sums of \( 2 \) & \( 5 \) & \( 10 \) \\
\hline
Stable: \( \alpha = 1.7 \) & 1.698 & -.0161 & -.0097 & -.0713 \\
& (.066) & (.088) & (.162) & (.203) \\
Stable: \( \alpha = 1.3 \) & 1.298 & -.0131 & -.0333 & -.1074 \\
& (.056) & (.056) & (.134) & (.174) \\
Mixture of Normals & 1.031 & .3773 & .7423 & .8231 \\
& (.021) & (.064) & (.112) & (.135) \\
\hline
\end{tabular}
\end{table}

\footnote{This should not imply, however, that true test powers are reported in Tables 4 and 5. Even though the Monte Carlo sample sizes are large, there is still enough sampling variation to cast doubts on the accuracy of the second digit of each entry.}

\textbf{Table 5. Powers of the Shapiro-Wilk Statistic (SW), the Studentized Range (SR), and \( \alpha \)}

\textbf{As Goodness-of-Fit Tests for Sample Sizes \( N = 99, 199, \ldots, 599 \)}
distinguishing the normal distribution from other members of the stable class, they would not be very powerful (viso ad vitis $\alpha$) in distinguishing among non-normal stable distributions (and thus in estimating $\alpha$). To support this statement, we offer a single but representative example: the Monte Carlo c.d.f.'s of SR and $\alpha_{97}$ for $N = 599$ are shown in Figures 1 and 2. The overlapping sections of the SR c.d.f.'s for adjacent values of $\alpha$ are much longer than those for $\alpha_{97}$, except between $\alpha = 1.9$ and $\alpha = 2.0$. These results, typical of other sample sizes and of SW, explain why SR (or SW) is the better goodness-of-fit test of normality, while $\alpha$ is better in estimating the characteristic exponent of a non-normal stable distribution.

5. AN EXPERIMENT TO TEST STABILITY

Data analysis techniques based on sample moments are embedded in the social sciences. Economists, psychologists, and sociologists frequently dismiss non-normal stable distributions as data models because

a. They cannot believe that processes generating prices, breakdowns, or riots, can fail to have second moments (usually because the relevant variables are bounded); and

b. The widely observed "thick-tails" of empirical distributions could be generated, for example, by a process that is a suitable mixture of normals rather than by non-normal stable distributions (cf. [12]).

The statement in (a) will be considered later. Now we consider one way to check the statement in (b).

Our suggested test is based on the definition of the stable class: every sum of independent stable variates with a given characteristic exponent $\alpha$ has a stable distribution with the same $\alpha$. Thus if we estimate $\alpha$ for an entire random sample and then reestimate it for non-overlapping sums of observations drawn from the sample, the two estimates will tend toward equality (after accounting for bias and sampling dispersion) if the sample is actually drawn from a stable distribution. If the sample is not drawn from a stable distribution but rather from some process with finite second moment, the sums should yield an estimate of $\alpha$ closer to 2 than the estimate obtained from the individual observations.

Table 6 reports an experiment with this procedure based on 55 random samples of 999 observations each for (a) two stable distributions ($\alpha = 1.3, 1.7$), and (b) a process that is a Gaussian mixture in which a given drawing is, with equal chance, either from a normal distribution with mean zero and standard deviation $s = 1$ or from another normal again with mean zero but with $s = 0.5$. For each of these processes and for each of the 55 samples of size $N = 999$, $\alpha_{97}$ was computed according to (3.2). The means and standard deviations (in parentheses) of these estimates are shown in the first column of Table 6. Each sample of 999 was also transformed first into a sample of 499 non-overlapping sums of 2 observations, then into 199 sums of five observations, and finally into 99 sums of 10 observations; and $\alpha_{97}$ was estimated for each of the three samples of sums. The difference between the value of $\alpha_{97}$ obtained from a sample of sums and $\alpha_{97}$ obtained from the corresponding unsummed data sample was then computed. The averages and standard deviations (in parentheses) of these differences are shown in the last three columns of Table 6.

When the true process is non-normal stable, the estimates of $\alpha$ drift downward slightly as the number in the sum is increased. This drift is due to the known downward bias in $\alpha_{97}$ (see Section 3) that increases as the sample size is decreased. On the other hand, the estimated $\alpha$ from the mixture of normals increases substantially as the number in the sum increases. For the samples of 999, the mean estimated $\alpha$ is 1.031. For sums of 2 from the same sample, the mean estimated $\alpha$ is 1.031 + 0.377 = 1.408, and for sums of 10 the mean estimated $\alpha$ jumps to 1.864. The largest of the 55 estimates for the unsummed data is 1.084. For the sums, none of the 155 estimates is below 1.25. These preliminary results suggest that our proposed procedure is likely to be of some
value in distinguishing "thick-tailed" mixtures of normals from non-normal stable processes.

Finally, the numbers produced by computers are, of course, bounded (by $10^4$ in our case) so that our "stable" distributions are truncated and all their moments exist. Nevertheless, summing these truncated variables did not produce convergence toward a normal distribution, and in fact the data provide results indistinguishable from those that would be obtained from an unbounded stable process. The reason is clear: the bound is so large that the chance of hitting it is negligible. (In fact, the largest number generated in this study was 20,000.) Still the results are sufficient to dispel the (somewhat naive) notions that boundedness in itself is sufficient either to justify normality assumptions for sums of random variables or to reject models which assume that the underlying variables behave as if they were generated by processes whose higher-order moments do not exist.

6. SUMMARY

To review, simple interfractile range estimators of the scale and characteristic exponent of symmetric stable distributions perform well compared to available competitors. The distribution of the scale estimate $\hat{\alpha}$ defined by (2.1) approaches its asymptotic normal distribution at small sample sizes (e.g., $N \geq 30$), so that its "large sample" properties (which can be determined analytically) will describe its sampling behavior in many applications. Unlike the mean absolute deviation (MAD), $\hat{\alpha}$ has a sampling distribution that is fairly insensitive to the true value of $\alpha$, which is usually unknown. And $\hat{\alpha}$ is a more efficient estimate of scale than the MAD, except when $\alpha$ is close to 2.

Similarly, the interfractile estimator of $\alpha$ defined by (3.1) and (3.2) is easy to compute, seems to be reliable (at least in large samples), and is more efficient than alternative estimators we have examined.

Finally, our Monte Carlo experiments also recommend the Studentized range for goodness-of-fit tests of a Gaussian null hypothesis against non-normal stable alternatives at all sample sizes.
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